Effect of native defects and laser-induced defects on multi-shot laser-induced damage in multilayer mirrors
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The roles of laser-induced defects and native defects in multilayer mirrors under multi-shot irradiation condition are investigated. The HfO2/SiO2 dielectric mirrors are deposited by electron beam evaporation (EBE). Laser damage testing is carried out on both the 1-on-1 and S-on-1 regimes using 355-nm pulsed laser at a duration of 8 ns. It is found that the single-shot laser-induced damage threshold (LIDT) is much higher than the multi-shot LIDT. In the multi-shot mode, the main factor influencing LIDT is the accumulation of irreversible laser-induced defects and native defects. The surface morphologies of the samples are observed by optical microscopy. Moreover, the number of laser-induced defects affects the damage probability of the samples. A correlative model based on critical conduction band (CB) electron density (ED) is presented to simulate the multi-shot damage behavior.
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It is widely regarded that multi-shot laser-induced damage threshold (LIDT) in most optical materials decreases with increasing pulse number because of the accumulation effects. Recently, many laboratories have investigated the multi-shot laser-induced damage (LID) of optical materials, such as fused silica and KTP crystal. Optical coatings are used very often in high-power laser systems. As a result, the investigation of multi-shot LID of optical coatings is of high practical importance for high-power laser applications in recent years. In a previous study, a model was developed to explain the correlations between the observed multi-shot LIDT and its dependence on the number of shots at 1064 nm. It is easier to generate the color center at an intensity below the damage threshold ultraviolet laser light. The damage behavior of 355 nm is much complicated than that of 1064 nm. The aim of this letter is to analyze the accumulation effect on laser damage resistance at 355 nm. The effect of native defects and laser induce defects on multi-shot LIDT is discussed.

The 355 high reflectivity (HR) coatings were prepared by electron beam evaporation (EBE). The coating design of the sample was (HL)14H, where H and L stand for the high-index material (HfO2) and the low-index material (SiO2), respectively, with one-quarter wavelength optical thickness (QWOT).

The experimental setup for laser damage is shown schematically in Fig. 1, in which the Nd:YAG laser system is operated at the TEM00 mode and the pulse width is 8 ns at 355 nm. The beams were focused to a 1/e2 height of 380 μm and width of 350 μm. In the S-on-1 test, the sample was tested at the frequency of 5 Hz. The laser energy that was used to damage the sample was obtained by the adjustment of the attenuator, and the pulse energy was measured by an energy meter from a split-off portion of the beam. The sample was set upon a two-dimensional precision stage driven by a stepper motor. The He-Ne laser was used to monitor the test.

Damage onset was detected online by a video microscopy system.

The S-on-1 test was carried out according to ISO 11254-2. In this letter, 1-on-1, 5-on-1, 10-on-1, 20-on-1, and 100-on-1 LIDTs were tested to understand the influence of the shot number on the accumulation effects.

Two representations of the damage data can be found in Fig. 2. The S-on-1 damage probability curves with S ranging from 1 to 100 are shown in Fig. 2(a). The 0% damage probability is summarized in Fig. 2(b). The accumulation effects become clear in the two representations.

The data in Fig. 2(a) show the increase in damage probability with the number of pulses and a clear decrease in the damage threshold with the increase in laser pulse number. From Fig. 2(b), it can be seen that the 0% damage probability drops monotonically to a minimum value.

The damage morphology of the HR coatings was accessed by optical microscope. The typical damage morphology information after 1-on-1 and S-on-1 tests are shown in Fig. 3. All the morphologies clearly permit that the damages originated from small defects. The delamination characteristic of optical films can be seen in the S-on-1 test.

Due to interference effects in film, local intensity enhancements exist in the sample coatings. The theoretical
Fig. 2. (a) S-on-1 damage probability curves ($S = 1, 5, 10, 20,$ and $100$); (b) LIDT as a function of pulse number $S$.

Fig. 3. Damage morphologies of the HR coatings.

results of electric field distributions of the sample were calculated by thin film design software and are shown in Fig. 4.

The damage of materials can be explained by the excitation of electrons from the valence band (VB) to the conduction band (CB) via processes such as avalanche ionization (AI) and photoionization (PI)\cite{10}. The laser-induced defect can be reversible or irreversible. The native absorbing defects and irreversible laser-induced defects were considered as trapping states\cite{11} in order to explain the accumulation effects in 355 HR coatings in the model. In our calculation, the multiphoton ionization and impact ionization only produced the seed electrons, and these seed electrons achieved the critical plasma density through absorbing defects. The simplest energy diagram is illustrated in Fig. 5. Once in the CB, electrons can relax to the VB with a characteristic time constant $T_{cv}$. The defect trapping rate of electrons from the CB is characterized by a time constant $T_{cl}$.

The electron density (ED) in the CB is described by the following set of rate equation:

$$\frac{dn}{dt} = W_{AV}n(t) + W_{PI} + \sigma_{nd}n(t)I(t) - \frac{n(t)}{T_{cv}} + \sigma_{ld}n_{ld}(t)I(t) - \frac{n(t)}{T_{cl}} \left[ 1 - \frac{n_{ld}(t)}{n_{ld,\max}} \right],$$

where $W_{AV}$ and $W_{PI}$ are the AI and PI rates, respectively; $n_{ld}$ is the number densities of laser-induced defects; $\sigma_{nd}$ is the absorption cross section of the native defects; and $\sigma_{ld}$ is the absorption cross section of the laser-induced defects. The AI rate $W_{AV}$ is calculated by the Drude model\cite{12}:

$$W_{AV} = \frac{\sigma}{E_g} I(t),$$

where $\sigma = \frac{e^2}{\varepsilon_0 \varepsilon_n m^*} \cdot \frac{\tau_e}{1 + \omega_c^2 \tau_e^2}$ is the absorption cross section; $e$ denotes the electron charge; $\tau_c = 16\pi \varepsilon_0^2 m^*/(0.1E_g^3)$ is the resulting collision time, which is reciprocal to the ED; and $E_g$ is the intrinsic material gap. $I(t)$ is the laser intensity, which is given by $I(t) = I_0 \exp(-4 \ln 2 t^2/\tau^2)$, where $I_0$ is the laser fluence.
Table 1. List of Parameters for HfO$_2$ and SiO$_2$

<table>
<thead>
<tr>
<th>Material</th>
<th>$E_g$ (eV)</th>
<th>$\eta_0$</th>
<th>$m^*$</th>
<th>$m_e = m_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HfO$_2$</td>
<td>5.6</td>
<td>1.93</td>
<td>0.635</td>
<td>1.0</td>
</tr>
<tr>
<td>SiO$_2$</td>
<td>7.8</td>
<td>1.43</td>
<td>0.635</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Values for $E_g$ are obtained from Ref. [15]. The values for $m^*$, $m_e$, and $m_h$ are obtained from Ref. [16].

and $\tau$ is the pulse duration. In the case of low electric fields, the PI rate describes the probability for multiphoton ionization (MPI); the PI rate can be described by the Keldysh’s PI rate theory, which is most commonly used to calculate the excitation rate of electrons:\[13]:

\[
W_{\text{multip}} = \frac{2w}{9\pi} \frac{m^* w}{h} \frac{1}{3/2} \Phi \left( \sqrt{2 \left< E'_{g} / hw \right> - 2E_{g} / hw} \right) \times \exp \left( 2 \left< E'_{g} / hw \right> \left( 1 - \frac{1}{4\gamma^2} \right) \right) \left( \frac{1}{16\gamma^2} \right)^{\left< E'_{g} / hw \right>+1}, \tag{3}\]

where $\gamma = \sqrt{m^* E_g / e E}$; $E$ is the electric field oscillating at frequency $w$; $E'_{g} = E_{g} \left( 1 + (1/2\gamma^2) \right)$ represents the effective band gap energy in the radiation field; $m^* = m_e m_h / (m_e + m_h)$ indicates the reduced effective mass of the conduction electron and valence hole; $m_h$ is the effective conductivity masses of holes; the symbol $\left< \cdot \right>$ denotes the integer part; and $\Phi$ describes the Dawson function.

The ED in the laser-induced defects is given by the following set of rate equation:\[14]:

\[
\frac{dn_{ld}}{dt} = \frac{n(t)}{T_{cl}} \left[ 1 - \frac{n_{ld}(t)}{n_{ld,max}} \right] - \sigma_{ld} n_{ld}(t) I(t), \tag{4}\]

where $n_{ld,max}$ is the maximum laser-induced defects density.

Between the pulses, the laser intensity is zero. When the CB ED surpasses a critical plasma density $n_{cr}$, the damage will occur. The quantities $n_{ld,max}$ and $\sigma_{ld}$ were adjusted to match the experiment.

When the ED in the CB reaches a critical ED $n_{cr}$ considered generally as the damage criterion, the materials absorb strongly through the process of inverse bremsstrahlung, resulting in reversible or irreversible changes, which is represented by:\[12] $n_{cr} = \frac{e m^* w^2}{\epsilon_0}$, where $m^*$ is the effective conductivity masses of electrons, $w$ is the incident laser frequency.

The band gaps of bulk materials SiO$_2$ and HfO$_2$ are 7.8 and 5.6 eV:\[15\], respectively. The damage would likely occur in the SiO$_2$ protective layer first, thus the parameters of SiO$_2$ were used in our calculation. The values for all parameters in Eqs. (1)–(4) are shown in Table 1. The parameters used in the calculation are $n_{ld,max} = 2 \times 10^{19}$ cm$^{-3}$ and $\sigma_{ld} = 1.8 \times 10^{-4}$ cm$^2$/J. The values were taken from the best fits to experiments from the samples. The equations were solved numerically, and the simulated result is shown in Fig. 6.

Considering the surface defects under Gaussian illumination, the damage probability can be expressed as:\[17\]:

\[
p(F) = 1 - \exp \left[ -d S_{T} \left( F/T \right) \right], \tag{5}\]

where $d$ is the surface density of the defects and $S_{T}$ is the part of the spot size where the energy density is greater than the precursor threshold $T$. Surface $S_{T}$ is given by

\[
S_{T} = 0.5S \ln(F/T), \tag{6}\]

where $S = \pi L^2$ is the spot size defined at $1/e^2$ and $L$ is the radius obtained at $1/e^2$. The probability law that results from the relation of Eqs. (5) and (6) can be written as

\[
p(F) = 1 - \left( F/T \right)^{-dS/2}. \tag{7}\]

Figure 7 gives the experiment data for the irradiation of 1-on-1, 5-on-1, and 100-on-1, respectively. With the model mentioned above, we have obtained a good agreement between the experiment data and the numerical simulation with error. The following parameters were used in the calculation: $d_{1-on-1} = 320$ defects/mm$^2$, $d_{5-on-1} = 140$ defects/mm$^2$, and $d_{100-on-1} = 90$ defects/mm$^2$. This result indicates that the creation of laser-induced defects is involved in the multi-shot damage. This means that when the coating is at a certain laser radiation below the 1-on-1 LIDT, the damage will occur because of the accumulation of the irreversible laser-induced defects in the multi-shot procedure.

In conclusion, the native defects and laser-induced defects will play a role in multi-shot damage. The multi-shot LIDT being lower than single-shot LIDT is related to the accumulation of laser-induced defects. A model that includes native defects and laser-induced defects is developed for multi-shot damage in wide gap dielectric materials.
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