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Dual beam deflection models based on one dimensional liquid crystal optical phased array (LCOPA) are discussed and compared in this letter. The far-field diffraction performance of the models is influenced by various impact factors, such as fill factor and fringing electric fields. For optimizing far-field diffraction performance, the combined influence of different impact factors is analyzed and a phase iterative algorithm which use the root-mean-square (RMS) phase deviation as a performance index is presented. The proposed algorithm is able to reduce phase deviation and improve the performance of far-field diffraction pattern at the same time. The simulation and experiments used in the letter effectively verify the proposed algorithm.
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Optical phased array (OPA) is one technology which can be used for agile beam steering of laser phased array radar. Liquid crystal optical phased array (LCOPA) is widely used because of low energy consumption, affordable, lightweight, and random access[1−3]. In a one-dimensional (1D) LCOPA, a liquid crystal layer is electrically addressed by an array of narrow electrodes. A spatially periodic voltage profile can be applied to the electrodes to produce a spatially varying phase retardation across the aperture.

To improve throughput, multiple beams have been widely used in different areas, such as optical tweezers[4], optical communication[5], data storage[6] etc. Dual beam deflection models based on 1D LCOPA are discussed and compared by simulation and experiments in detail in this letter.

In practice, the far-field diffraction performance of dual beam deflection models is limited by the influence of fill factor, fringing electric fields[7], imperfect optical surfaces[8], Gaussian phases etc. In order to realize beam effective deflection and optimize the far field diffraction pattern, the combined influence of various impact factors are detailedly analyzed in the letter and a phase iterative algorithm which use the root-mean-square (RMS) phase deviation[9] as a performance index is presented. For validating the proposed algorithm, the corresponding simulations and experiments are carried out.

LCOPA is a kind of novel, programmable diffractive optical elements. It can be implemented using liquid crystals to produce phase shift. In a linear 1D LCOPA, the liquid crystal layer is electrically addressed by an array of long and narrow electrodes. By using periodic voltage profile, a sawtooth shaped index of refraction variation in the liquid crystal layer is produced. The effect as a prism is able to change the deflection of the beam like a blazed diffraction grating[10], as shown in Fig. 1.

Figure 1 shows the traditional operation of an optical phased array. A linearly increasing phase front will steer a beam as if it passed through a physical prism. In order to reduce the response time and the thickness of the LC layer, a modulo 2π operation is applied to replacing the linearly increasing phase shift. So the sawtooth profile is produced like a blazed diffraction grating.

Figure 2 shows the model 1 of dual beam deflection. By using periodic \( (N = N_1 + N_2) \) triangle voltage profile, the phase shift in Fig. 2 can be produced.

Figure 3 shows the model 2 of dual beam deflection. By using two part approximate symmetrical periodic voltage, a spatially approximate symmetrical varying phase shift is produced across the aperture.

But in a real LCOPA, it is not easy to obtain the sawtooth phase profile (solid line) due to many impact factors. The realistic phase profile as the dashed curve in Figs. 1–3.

In order to analyze the models, simulations are carried out and the concrete parameters are set as follows. The
laser wavelength $\lambda = 0.6328 \, \mu m$, the center to center spacing between array elements $d = 5 \, \mu m$, the number of electrodes $M=1000$, $N_1$ and $N_2$ are periods.

Figure 4 shows ideal far-field diffraction patterns of dual beam deflection models. It is obviously that besides the target diffraction orders, there appears some unexpected energy peaks in Fig. 4(a). Meanwhile, the beam can be steered effectively to the target in Fig. 4(b).

The corresponding experiments are carried out and Fig. 5 shows the experiment arrangement. Experimental facilities include a He-Ne laser source, a PC, a power source (5 V), a data line, and a beam control device. The beam control device consists of a control circuit and LCOPA. In the LCOPA, the liquid crystal layer is electrically addressed by 1000 electrodes. The laser wavelength $\lambda = 0.6328 \, \mu m$, the electrode width is $4 \, \mu m$ and the center to center spacing between array elements $d = 5 \, \mu m$.

In these experiments, the voltage commands are sent by PC. By using periodic voltage profile, a sawtooth shaped index of refraction variation in the liquid crystal layer is produced. So the output beam will be deflected. The far-field diffraction patterns are taken by the camera. In Fig. 6(a), there are some unexpected diffract faculae. The experimental results are similar to the simulation results (Fig. 4(a)). Model 2 can well realize dual beam deflection. The energy mainly concentrates on target diffraction orders and 0th order, and a small amount of energy scattered in other orders.

The beam control device consists of a control circuit and LCOPA. In the LCOPA, the liquid crystal layer is electrically addressed by 1000 electrodes. The laser wavelength $\lambda = 0.6328 \, \mu m$, the center to center spacing between array elements $d = 5 \, \mu m$, the number of electrodes $M=1000$, $N_1$ and $N_2$ are periods.

Dual beam deflection models 1 and 2 are compared by simulation and experiments. In order to achieve better diffraction effect, the model 2 can be used. In a real LCOPA, it is difficult to obtain the ideal saw-tooth phase profile due to many impact factors. Because the performance of far-field diffraction is under the influence of impact factors, it will be necessary to analyze the impact factors and improve the performance of far-field diffraction.

The main impact factors include electrode fill factor (the ratio of the electrode width to the electrode spacing), fringing electric fields as Eqs. (1) and (2), manufacturing process error of optical surface in beam steering device as Eq. (3) and Gaussian random error etc.

$$\varphi(x) = \varphi_{\text{ideal}}(x) \otimes G(x),$$

where $\otimes$ denotes a convolution, $\varphi$ is resulting phase shift, $\varphi_{\text{ideal}}$ is the ideal phase, and $G$ is a Gaussian kernel with $1/e$ width $L^{[11]}$ defined by

$$G(x) = e^{-\frac{x^2}{2L^2}}. \tag{2}$$

The fringing electric fields are caused by the voltage leakage between adjacent pixels electrodes. To simulate the effect of voltage leakage, it has been assumed that the effect on the phase distribution approximately corresponds to a convolution by a Gaussian kernel. For imperfect optical surfaces$^{[8]}$,

$$\varphi(x) = 2\pi A \cos \left[ \frac{2\pi(x - x_{\text{midpoint}})}{d} - 0.5 \right], \tag{3}$$

where $A$ is one-half of the peak-to-valley amplitude of the undulation, $x$ is the surface location, $x_{\text{midpoint}}$ is the center of the aperture, $d$ is the aperture diameter.

Figure 7 describes the detailed influence of different factors. Figures 7(a) and (b) show the change of reference phase shift. And the change of realistic phase shift is shown as Figs. 7(c) and (d). The fill factor is not 100%, so the fringing electric fields is unavoidable. Figure 7(c) shows the realistic phase shift after the influence of fringing electric fields. Moreover, manufacturing process error of optical surface in beam steering device and Gaussian random error cannot be ignored.

As shown in Figs. 8 and 9, in the realistic situation, the energy in target diffraction order is decreased and
scattered in other orders (compared with ideal situation) in the presence of impact factors. The energy in 0st order is second only to the target diffraction orders. If the beam steer to one direction, some energy will be focused on the opposite orders. So the energy in other orders (as shown in Fig. 9) is unavoidable in the dual beam deflection model.

The experiment arrangement is shown in Fig. 5. Experimental facilities include a He-Ne laser source, a PC, a power source (5 V), a camera, a data line and a beam control device. The number of electrode is 1 000. The laser wavelength $\lambda = 0.6328 \mu m$, the electrode width is $4 \mu m$ and the center to center spacing between array elements $d = 5 \mu m$.

Figure 10 shows relevant experiment results about Fig. 9. It is obvious that the diffraction light spots in target orders and 0st order are big and bright.

Model 2 can realize dual beam deflection effectively. A small amount of light still can’t get effective deflection and concentrate on 0st order due to the existence of the impact factors. So the energy in 0st order must be reduced for optimizing the far field deflection performance.

Figure 11 shows the phase delay distribution. The reference phase is produced by an array of narrow electrodes, and voltage commands are applied to the electrodes.

Figure 12 shows response curve\cite{12} for a nematic parallel-aligned liquid crystal cell ($\lambda = 0.6328 \mu m$). The liquid crystal molecules are birefringent. The molecules rotate when a voltage is applied, then the input beam produces different phase shifts\cite{13}. Phase modulation, 0–7, can be addressed by proper electrode voltage command control.

Each iteration includes following steps:

1) According to Fig. 11, record the reference phase $\varphi_{\text{reference}}$ and the voltage command code of every electrode.

2) The impact factors result in distortion of the phase shift. Record the realistic phase $\varphi_{\text{realistic}}$.

3) Calculate root-mean-square phase deviation RMS$_i$ as Eq. (4). The subscript $i$ means iteration step $i$.

The root-mean-square phase deviation\cite{9} can be described by

$$\text{RMS} = \sqrt{\frac{1}{M} \sum_{n=1}^{M} \left( \varphi_{\text{ideal}} - \varphi_{\text{realistic}} \right)^2},$$  \hspace{1cm} (4)

where $\varphi_{\text{ideal}}$ is the ideal phase shift, $\varphi_{\text{realistic}}$ is the realistic phase shift, and $M$ is the total number of electrodes. The smaller this value is the smaller the level of distortion is.

4) Sample the ideal phase shift and the realistic phase shift in the same position of horizontal direction, as shown in Fig. 13. Every electrode includes one sample point.

Calculate the phase difference as Eq. (5), then calculate the new reference phase shift as Eqs. (6–7),

$$\varphi_{\text{diff}} = \varphi_{\text{ideal, sample}} - \varphi_{\text{realistic, sample}},$$  \hspace{1cm} (5)
Fig. 10. Experimental results of Fig. 9.

Fig. 11. Phase shift distribution.

Fig. 12. Response curve for a nematic parallel-aligned liquid crystal cell.

where \( \phi_{\text{ideal}} \) is the phase sampled from ideal phase shift and \( \phi_{\text{realistic}} \) comes from realistic phase shift. If \( \phi_{\text{diff}} > 0 \), the \( \phi_{\text{realistic}} \) should increase in order to approach \( \phi_{\text{ideal}} \), and if \( \phi_{\text{diff}} < 0 \), the \( \phi_{\text{realistic}} \) should decrease in order to approach \( \phi_{\text{ideal}} \).

\[
\phi'_{\text{reference}} = \phi_{\text{diff}} + \phi_{\text{reference}} \tag{6}
\]

Then

\[
\phi_{\text{reference}} = \phi'_{\text{reference}} \tag{7}
\]

where \( \phi'_{\text{reference}} \) is the new reference phase shift. The reference phase shift results in realistic phase shift, and the new reference phase shift will come from response curve as shown in Fig. 12.

\[
\phi_{\text{curve min}} \leq \phi_{\text{reference}} \leq \phi_{\text{curve max}} \tag{8}
\]

and

if \( \phi_{\text{reference}} \leq \phi_{\text{curve min}} \), then \( \phi_{\text{reference}} = \phi_{\text{curve min}} \).

The flowchart of the iterative is shown in Fig. 14. The simulation parameters are set as above. The laser wavelength \( \lambda = 0.6328 \mu \text{m} \), the center to center spacing between array elements \( d = 5 \mu \text{m} \), the number of electrodes \( M=1000, N_1 = 16, N_2 = 32 \) are periods. Meanwhile, fill factor is 80%, Gaussian kernel with \( 1/e \) width \( L = 5 \mu \text{m} \), manufacturing process error \( A = 0.1 \mu \text{m} \).

After several iterations, the voltage increase if the phase is too low and decreases if the phase is too high, and the realistic wavefront phase is close to the ideal phase shift.

As Fig. 16 shown, after optimized, the energy in 0st order and other orders is effectively reduced, especially the energy in 0st order.

The experiment arrangement and facilities are shown as above section. In Fig. 15, the voltage increases if the phase is too low and decreases if the phase is too high. Increase or decrease the voltage of the electrodes suitably in every period, then the far-field diffraction patterns can be optimized. The far field diffraction images are taken by the camera.

As Figs. 17 and 18 shown, it is clear that the laser
beam focus on the target diffraction orders after optimized, and targets have become more prominent. The experimental results show that this phase iterative algorithm is useful.

Fig. 15. Simulated results of the iterative algorithm.

Fig. 16. Far-field diffraction patterns.

Fig. 17. Far-field diffraction patterns after optical filter.

Fig. 18. Three-dimensional images of far-field diffraction patterns.

Dual beam deflection models based on linear one dimensional LCOPA are discussed in the letter. Meanwhile, the models are compared by simulation and experiments and the model 2 is better than model 1. In reality, the performance of far-field diffraction is under the influence of various impact factors, the various impact factors are analyzed detailedly. Moreover, in order to realize beam effective deflection and improve the quality of far-field diffraction pattern, a performance optimization algorithm is presented. Finally, the corresponding simulation and experiments are used to prove the correctness and effectiveness of the algorithm.
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