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Phase retrieval from double axially displaced holograms for dual-wavelength in-line holography
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A phase retrieval method for dual-wavelength in-line digital holography is presented with double axially displaced holograms. A synthetic wavelength is used during iterative propagations to retrieve wrap-free phase distributions with a much extended measurement range. The simulation and experimental results demonstrate a better elimination of the twin image, a faster rate of convergence of the iterative routine and less number of wavelengths are compared with previously reported multiple-wavelength in-line holography.
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In-line holography[1], owing to no optical elements before the detector, is a suitable imaging tool in visible spectrum[2], short-wavelength spectrum[3,4], and particle-field analysis[5]. However, the hologram is formed by the interference between the free propagated light as the reference beam and the diffracted object wave, both of which propagate along the same direction downstream the light source. Therefore, the defocused image and zero-order term are superimposed onto the real image in the reconstruction process[2-5], which deteriorates the image quality and degrades the measurement accuracy.

Various methods have been proposed to eliminate or minimize this inherent limitation in in-line holography. Early methods, including superposition of holograms from multiple wavelengths[6,7] and hologram subtraction at different recording planes[8,9], are only suitable for electron digital holographic microscopy or X-ray digital holographic microscopy. Digital techniques, such as linear filtering[10], only suppress rather than eliminate the twin image. Phase retrieval algorithms provide an effective solution for twin image elimination. By involving the iterative diffraction propagations back and forth between the object and the recording domains, real image is well separated from the unwanted conjugate image. For some iterative algorithms use square module constraint on the recording plane without imposing any constraint on the object plane[11,12], the convergence of which is very likely to be trapped in local minimum[13]. In other algorithms, the amplitude of single hologram is imposed on the recording plane as the constraint, of which the convergence is guaranteed via other constraints on the object plane[14-16]. We developed a phase retrieval method using two axially displaced holograms combined with a finite transmission constraint on the object plane to eliminate the conjugate image, and it has been demonstrated that this approach has much faster speed of convergence and better elimination effect[17]. The methods above only allow for the determination of the phase modulo 2π, and in some cases this is not sufficient. For objects, whose optical thickness variations are greater than the wavelength, the phase images are wrapped in the range of (−π, π] radians after actangent calculation[18]. Bao et al. presented phase retrieval technique based on multiple wavelengths to extend the range of measurement[19,20]. Since there is no object constraint, it requires a large number of illumination wavelengths and the convergence is not guaranteed.

In this letter, a phase retrieval method for dual-wavelength in-line digital holography has been proposed for dispersion-free objects, in which iteration calculation is performed using double axially displaced holograms recorded at dual-wavelengths respectively. A synthetic wavelength is used to calculate the wrap-free phase, as in two-wavelength interferometry[19]. The appropriate constraints are imposed both on the hologram plane and object plane, thus faster speed of convergence and better elimination effect are realized with less number of wavelengths compared with those of previous reported approaches in Refs. [19,20]. Meanwhile, more accurate unambiguous unwrapped phase distributions are achieved because of synthetic wavelength. The feasibility of this method is validated by the numerical simulations and related experiments.

The schematic diagram of the setup is illustrated in Fig. 1. The beam derived from a tunable laser was expanded and collimated by a beam expander (composed of a spatial filter and a collimating lens), then passed through the sample. A complementary metal-oxide-semiconductor (CMOS) located consecutively at the distance z₁ and z₂ downstream of the sample was utilized to record four holograms at both dual wavelengths of 643.0 and 658.0 nm, which determined that the corresponding synthetic wavelength Λ used in iteration was 28.2 μm. The background images were taken in the same condition in the absence of the object. The corresponding normalized holograms were carried out by dividing the holograms by background images in every hologram planes[15,16].

The main iterative procedures are as follows.
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The main iterative procedures are as follows.
1) Two iterative calculations start respectively with initial guessed phases \( \phi_{\lambda n}(x_1, y_1) \) \((n = 1, 2)\), where \((x_1, y_1)\) are the coordinate in the first hologram plane with shorter recording distance \(z_1\), \(\exp(j\phi_{\lambda n}(x_1, y_1))\) are multiplied with the square roots of the corresponding normalized holograms to yield the complex amplitude distributions \(U_{\lambda n}(x_1, y_1)\) at the first hologram planes:

\[
U_{\lambda n}(x_1, y_1) = \sqrt{H_{\lambda n}(x_1, y_1)} / G_{\lambda n}(x_1, y_1) \exp(j\phi_{\lambda n}(x_1, y_1)).
\] (1)

2) \(U_{\lambda n}(x_1, y_1)\) propagates back to the corresponding object planes with the distance \(z_1\) by the angular spectrum propagation (ASP) integral\([21]\), which is valid for short-distance propagations and keeps the same image size when the reconstruction distance changes.

\[
U_{\lambda n}(x_0, y_0) = ASP_{-z_1}[U_{\lambda n}(x_1, y_1)] = A_{\lambda n}(x_0, y_0) \exp(j\phi_{\lambda n}(x_0, y_0)),
\] (2)

where \((x_0, y_0)\) is the coordinate in the object plane, \(A_{\lambda n}(x_0, y_0)\) and \(\phi_{\lambda n}(x_0, y_0)\) are the amplitude and phase distributions of \(U_{\lambda n}(x_0, y_0)\) in the object plane.

3) The complex amplitude distributions in the object plane should satisfy with two constraints. Due to the positive absorption of the object, the amplitude of the transmission function in the object plane should not exceed one\([17]\). The interference between the twin image and the unscattered wave results in those emerging negative absorptions, therefore the amplitudes of those regions are replaced as

\[
U'_{\lambda n}(x_0, y_0) = \begin{cases} 
U_{\lambda n}(x_0, y_0) & A_{\lambda n}(x_0, y_0) \leq 1 \\
1 & \text{otherwise}
\end{cases}.
\] (3)

4) \(U'_{\lambda n}(x_0, y_0)\) propagate forward to the second recording planes at longer recording distance \(z_2\) and form the complex amplitude \(U_{\lambda n}(x_2, y_2)\), where \((x_2, y_2)\) is the coordinate in the second hologram plane. The amplitudes are replaced by the square roots of the normalized holograms at this plane, and the phase distributions are extracted.

\[
U_{\lambda n}(x_2, y_2) = \sqrt{H_{\lambda n}(x_2, y_2)} / G_{\lambda n}(x_2, y_2) \exp(j\phi_{\lambda n}(x_2, y_2)).
\] (4)

5) The updated complex amplitudes propagate back to the object planes, and the new complex amplitudes \(U''_{\lambda n}(x_0, y_0)\) are modulated using the same object constraints in step 2. Calculating the synthetic phase from the two phases:

\[
\phi'_{\lambda n}(x_0, y_0) = \begin{cases} 
\phi_{\lambda n}(x_0, y_0) - \phi''_{\lambda n}(x_0, y_0) & \phi_{\lambda n}(x_0, y_0) > \phi''_{\lambda n}(x_0, y_0) \\
\phi''_{\lambda n}(x_0, y_0) - \phi_{\lambda n}(x_0, y_0) + 2\pi & \text{otherwise}
\end{cases},
\] (5)

where \(\phi_{\lambda n}(x_0, y_0)\) are the phases of \(U''_{\lambda n}(x_0, y_0)\), and \(\lambda \) is the synthetic wavelength\([18]\):

\[
\lambda = \lambda_1\lambda_2 / (\lambda_2 - \lambda_1).
\] (6)

The object surface height profile \(h(x_0, y_0)\) can be calculated according to\([20]\)

\[
h(x_0, y_0) = \lambda \cdot \phi''_{\lambda n}(x_0, y_0) / 2\pi n_\Delta,
\] (7)

where \(n_\Delta = n - n_0\) is the refractive index difference between the sample and the surrounding medium.

Thus, the wavelength interval should be arranged to guarantee that the synthetic wavelength optical path length exceeds the maximum height variation of the object surface to avoid phase unwrapping, \(\phi''_{\lambda n}(x_0, y_0)\) are converted by the unambiguous unwrapped phase distributions according to the object surface height profile \(h(x_0, y_0)\), while the amplitudes are reserved as

\[
\phi_{\lambda n}(x_0, y_0) = 2\pi(n - n_0) \cdot h(x_0, y_0) / \lambda_\Delta.
\] (8)

6) Combining the amplitudes and phases at each illumination wavelength yields two wavefronts at each object plane:

\[
U_{\lambda n}(x_0, y_0) = |U''_{\lambda n}(x_0, y_0)| \cdot \exp[j\phi_{\lambda n}(x_0, y_0)],
\] (9)

then propagating forward to the first recording plane respectively. The amplitudes are replaced with the square root of the normalized holograms at these planes, while the phase distributions are extracted, and used as the input values for the next iteration starting at step 2. The complex amplitudes are updated and corrected during the iterations. Further iterations eventually lead to the elimination of twin image, and retrieve unambiguous unwrapped phase distributions.

To validate the feasibility of the proposed algorithm, we simulated the in-line hologram using a two-dimensional (2D) complex object as shown in Fig. 2(a). It is composed of four alphabetic characters with a constant absorption of 20% of the incident coherent beam and different height distributions of 5, 8, 12, and 20 μm. Suppose the refractive index of simulated object is 1.5, resulting in the phase shifts is 0.56, 0.89, 1.34, and 2.23 rad, respectively, for the synthetic wavelength \(\Lambda\) of 28.2 μm used in iteration, which was larger than the maximum height of the object. A camera with 1024×1024 pixels of size 6.7×6.7 (μm) was utilized for recording holograms. The holograms were numerically formed at distances of 140 and 142 mm away from the object, respectively, at every recording wavelengths of 643.0 and 658.0 nm, and the holograms with the distance of 140 mm at both wavelengths are displayed in Fig. 2(b). The method of the phase retrieval using double sequences intensity patterns (PRDS)\([20]\) was also used for comparison, and the reconstructed results after 100 iterations are shown in Fig. 2(c). The structures of the reconstructed images obtained from the method in Ref. [20] are distorted because of the twin-image contamination. The retrieved
images from the proposed method after the same iterations are shown in Fig. 2(d). The lines scan show that the twin image has been completely removed after iterative calculation, and the reconstructed field has reached its predefined value.

The convergence rate is the key indicator for iterative algorithms, which can be monitored in the iterations by the mean square error (MSE). It is defined as

\[
MSE^n = \frac{1}{M \times N} \sum_{\xi = 1, 2, \cdots M} \sum_{\eta = 1, 2, \cdots N} \left[ \rho^n(\xi, \eta) - \rho_o(\xi, \eta) \right]^2,
\]

where \(\rho^n(\xi, \eta)\) is the retrieved amplitude of the object transmission function or the retrieved height distribution, \(\rho_o(\xi, \eta)\) is the corresponding original one, and \(N, M\) denote the matrix sizes of the object domain. The noise influence was also investigated by simulation. The shot noise, which follows a Poisson’s statistics, was added to the normalized hologram. The signal-to-noise ratio (SNR) of the noisy hologram is the reciprocal of the contrast, which is 14.3 dB. The corresponding comparison of the convergence rates are shown in Fig. 3. The logarithmic scale of MSE is used on the y-axis label in order to express the conclusion more clearly. Comparing with the method in Ref. [20], the proposed approach has a faster rate of convergence and better elimination of the twin image after same number of iterations. Meanwhile, the proposed method provides a better tolerance of noise.

The influence of experimental parameters on convergence performance was evaluated. The pattern of “lena” was used in the simulation, the gray level of which indicates the height profile of a 2D complex object with the maximum height of 20 \(\mu m\), as shown in Fig. 4(a). Figure 4(b) shows the \(\lg(MSE)\) versus the number of iterations when the wavelength intervals \(|\lambda_p - \lambda_q|\) are 2, 5, 10, 15, and 20 nm. It is noticed that the larger interval between the two wavelengths has a faster rate of convergence and better elimination effect after same number of iterations, while the curves with the wavelength intervals of 15 and 20 nm are at the same convergence and elimination effect. Since larger synthetic wavelength would amplify the noise, two wavelengths should be separated far enough to satisfy the maximum level of phase noise. Figure 4(c) presents that the performance of proposed method are not related to the number of used illumination wavelengths when constraints are imposed on both the hologram planes and object plane. When the number of wavelengths was reduced from 31 to 2, the convergence speed is almost the same. On the other hand, the convergence of the algorithm in Ref. [20] required no less than 10 illumination wavelengths. The influence of axial sampling interval is shown in Fig. 4(d). The elimination effect is worse when the interval increases, while the rate of convergence is same.

Experiments were performed in order to verify the method (Fig. 1). A tunable diode laser (Xperay-TL STD, Nanobase Inc, Korea) with a wavelength tuning range between 640 and 675 nm was used as the light source. A binary phase grating with 1-\(\mu m\) etching depth and 300-\(\mu m\) period was used as the sample, and the refractive index of the sample was approximately 1.5. A CMOS (Lumenera, LU-125M) with 1280\times1024 pixels of size 6.7\times6.7 (\(\mu m\)) was utilized to record the hologram, but only 1024\times1024 pixels were used to get efficient fast Fourier transform (FFT) calculation. Four holograms were recorded consecutively at the distances of 99- and 100-mm downstream of the sample at both wavelengths of 643.0 and 658.0 nm. The corresponding synthetic wavelength \(\Lambda\) was extended to 28.2 \(\mu m\), and the exact distance was obtained via Laplacian second-order differentiation auto-focusing method. The corresponding backgrounds were taken under the same condition in the absence of the object.

The holograms and the reconstruction results are shown in Fig. 5. Figure 5(a) shows two in-line holograms recorded at the wavelengths of 643.0 and 658.0 nm with distance of 99 mm. As seen in Fig. 5(b), the object distribution is still obscured by twin image after 100 iterations using method in Ref. [20]. It is clearly shown in Fig. 5(c) that after the same number of iterations the residual fringes are gone and height distributions are truthfully recovered by the proposed method. Figure
Fig. 4. (a) Test object used for the simulations, of which the gray level indicates the height distributions (0–20 μm); convergence performances under different conditions: (b) different wavelength intervals |λ_p − λ_q| = 2, 5, 10, 15 and 20 nm; (c) different numbers of holograms M = 2, 5, 10, 15 and 31; (d) different distance intervals Δz = 1, 2, 5, 10, and 20 mm.

Fig. 5. Experimental result of binary phase grating. (a) Normalized holograms recorded with wavelength of 643.0 and 658.0 nm respectively; (b) reconstruction by the method in Ref. [20]; (c) retrieved distribution by the proposed approach after the 100th iteration; (d) 3D perspective profile of the selected region indicated in (c).

5(d) depicts the three-dimensional (3D) perspective profile for the cutout region indicated in Fig. 5(c). Both the line scan and 3D profile clearly show the peak and valley of the diffraction grating. The depth and period revealed from the reconstructed images match well with the grating’s characters. The proposed method shows its applicability for quantitative height measurement.

In conclusion, we present a phase retrieval method to eliminate the twin image for in-line holography from double axially displaced holograms at both dual wavelengths of 643 and 658 nm. By imposing constraints both on the recording planes and object plane, the correct complex field distribution is iteratively retrieved. Based on the concept of the synthetic wavelength, the measurement range of the wrap-free phase is extended to 28.2 μm. By comparing with the iterative approach without any constraint on the object plane, the proposed method shows a faster rate of convergence and better elimination of the twin image with less numbers of wavelengths. Since no reference beam or additional moving parts is needed in this technique, it highly immunes to noise or environmental disturbance and provides an alternative tool in profile measurement. Although only weak phase shifting objects are demonstrated in the experiment, the simulations suggest that the method can be used for objects with larger phase shifts. Like all previous proposed methods, the dispersion effect is neglected in our model, which will be an interesting topic to be investigated in the future.
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