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Multiple three-dimensional (3D) display technologies are reviewed. The display mechanisms discussed in this paper are classified into two categories: holographic display in wave optics and light field display in ray optics, which present the 3D optical wave field in two different ways. Key technical characteristics of the optical systems and the depth cues of human visual system are analyzed. It is to be expected that these 3D display technologies will achieve practical applications with the increase of the optical system bandwidth.
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1. Introduction
Display technology is the tool we use to transfer and present the visual information, and most of current display systems are two-dimensional (2D) ones. However, human visual system is more suitable in viewing three-dimensional (3D) scenes, because our surroundings are 3D. 3D display is superior compared to the conventional 2D display since it has the potential to accurately render sensations of depth, locations, and spatial relationships of the 3D scenes. Hence the development of 3D display technologies would hugely benefit the visualization of multidimensional data, such as medical imaging, virtual reality, and the entertainment industry.

Human visual system uses many depth cues to perceive the 3D information. These depth cues can be divided into two categories: physiological and psychological ones. Physiological cues are information related to a physical reaction of human eyes when viewing a 3D image and can provide us with accurate 3D information, which include accommodation, convergence, binocular disparity, motion parallax, and occlusion. In contrast, psychological cues are associated with our experiences on the visual information. The psychological effects include linear perspective, shading, color difference, shadow, texture, and other natural phenomena combined with memorized data in our brains. Human visual system uses all of these depth cues to determine relative depths in a 3D scene. In general, the better viewing experience can be achieved with more depth cues. The objective of 3D display is to reproduce the 3D images with the help of various depth cues.

3D display has a long history. The production of stereoscopic photographs began in early 19th century, starting with Sir Charles Wheatstone’s stereoscope[1]. It directs two parallax views into the viewer’s left and right eyes simultaneously to produce binocular disparity depth cue. Since then, prisms, color filter, polarization, and shutter based methods of stereoscopic system were invented[2−5]. Stereoscopic display systems utilize only binocular disparity to interpret the depth information of the 3D scenes, hence these kinds of systems would lead to mismatch between convergence and accommodation distances. Moreover, most users prefer 3D technologies that do not require them to use viewing aids, this has given rise to the class of autostereoscopic displays. Autostereoscopic systems separate the viewing zone with the help of spatial multiplexing methods, which present 3D information to the viewers without the need for special glasses. Examples of autostereoscopic display technologies include parallax based, volumetric, holographic, and light field displays. Parallax based techniques can be categorized into parallax barriers and integral photography. Ives[6] and Lippmann[7] provided these two early examples of spatial multiplexing techniques one century ago. Though invented much earlier, these two techniques can be seen as the subclasses of light field display, since they can achieve angularly control of the projected light field. In order to obtain autostereoscopic visual effect, light field displays use technologies that map each sample to the appropriate ray in free space, which can be described in ray optics. Recently, more advanced light field display techniques has been invented, including using anisotropic screens and layered 3D techniques. These techniques can reach better approximations of the real 3D light field[8,9].

Different with ray optics, holography uses wave optics to reconstruct the 3D scenes. It regards 3D light field as a complex optical wave field. Holography is an attractive way for displaying 3D images because it can reconstruct the whole optical wave field of the 3D scene and has the potential to provide all the depth cues that human eyes can perceive[10]. It enables steering light in a way that reconstructs the directions of light rays coming from 3D scene. The basic concept of holographic 3D display is “window view upon reality”, and it can provide us with continuous parallax. With the development of spatial light modulators and computing technology, the 3D holograms can now be displayed in real time[11,12]. However, the lack of space bandwidth product of the
holographic system limits its optical performances, including the field of view and image size. Though many efforts have been done to expand the bandwidth of the holographic system, such as tiling multiple modulators, developing new types of SLMs, and refreshable emulsion, the holographic display is still far from mass commercialization. Volumetric display uses voxels to present the actual points of the 3D scene in space with the help of spinning diffusive screen, LED array, or passive optical elements (DOEs) manufacturing. These two techniques are described in wave and ray optics, respectively. Their display mechanisms are analyzed along with the depth cues of human visual system, and limits imposed on the techniques are also discussed.

2. Holographic display

Holography was invented in 1948 by Dennis Gabor\cite{15} to correct the aberrations of microscopic system, but only became practical for display usage after laser (coherent light source) became commercially available. The off-axis transmission hologram introduced by Leith and Uptainick\cite{16} opened a new horizon of display holography. It can be seen as the foundation of holographic display techniques afterwards. Holography also has a wide range of applications in areas including data storage\cite{17,18}, optical metrology\cite{19}, microscopy\cite{20}, and diffractive optical elements (DOEs) manufacturing\cite{21}. Light field 3D display systems have also been benefited from holographic optical elements (HOEs), which will be discussed in the following section.

Holography can produce depth information of the 3D scene because of its ability to reconstruct the whole optical wavefront, including intensity and direction of a light field. Holography usually takes two steps to operate the wavefront: a recording step, and a reconstruction step. As is shown in Fig. 1(a), the recording step is the process in which the object wavefront emitted by the 3D scene is captured on the hologram plane:

\[ O(x, y) = |O(x, y)| \exp[j\varphi_O(x, y)], \]

where \(|O(x, y)|\) is the amplitude distribution and \(\varphi_O(x, y)\) is the phase distribution, respectively. The phase distribution is crucial to the reconstruction of the 3D scene, since it determines the direction of the light. Interference pattern is used to encode the phase distribution into the amplitude hologram, which can be attained using both optically and numerically based methods\cite{22}. Alternatively, the phase distribution can be directly recorded in a phase hologram\cite{23}. After storing the wavefront information of the 3D scene, the hologram is ready for optical reconstruction. During reconstruction, the hologram diffracts the illumination beam to the viewer. The viewer could see the 3D scene through this holographic window, as is shown in Fig. 1(b). According to angular spectrum theory in Fourier optics, the optical wavefront on the hologram plane can be decomposed into a sum of plane waves at different angles. These plane waves represent different spatial frequencies of the wavefront, as is shown in Fig. 2. The hologram can be seen as a specialized diffraction grating that diffracts light along multiple angular directions and finally forms the 3D shape of the original scene. The optical performance and the viewing parameters of the holographic display system are hugely affected by the geometric specifications of the hologram. Specifically, the viewing angle is determined by the spatial resolution of the hologram. It can be deduced from the grating equation:

\[
\sin \theta = f_{\text{max}} \lambda = \frac{1}{2d} \lambda, \]

where \(\theta\) is the maximum diffraction angle, \(f_{\text{max}}\) is the maximum spatial frequency of the hologram, \(\lambda\) is the wavelength of the diffracted light, and \(d\) is the sampling distance of the hologram pixels. We can see that larger diffraction angle can be attained with finer grating scale. Figure 3 illustrates the relationship between viewing angle \(\beta = 2\theta\) and the sampling distance of the hologram. The hologram size \(L\) is the multiplication of sampling distance \((d)\) and the number of samples \((N)\) in one dimension:

\[
L = dN. \quad (3)
\]
We can use additional optical systems to trade off the viewing angle against the hologram size, but the product of viewing angle and hologram size is limited by the following formula:

\[ L \sin \beta \propto N. \]  

(4)

This illustrates that the optical performance of the holographic system is determined by the space-bandwidth product of the hologram. The space-bandwidth product is the product of the linear dimension of the hologram by its maximum spatial frequency, which measures the amount of information that can be produced by the optical system.

Holograms recorded in photosensitive materials can provide enough space-bandwidth product and hence the 3D images is produced with high visual quality. However, the space-bandwidth products of dynamic holographic displays are much lower than the static ones, and it bottlenecks the commercialization of the electronic holographic display system. Hence many works have been done to produce better optical performance through expanding the system space-bandwidth product. The holographic video systems from Media Lab at MIT use acousto-optic modulators combined with the mechanical scanners to produce high bandwidth horizontal-parallax-only (HPO) holograms\(^{[24,25]}\). The group’s recent work demonstrated a new integrated-optic platform for holographic video consisting of arrays guided-wave acousto-optic devices. This holographic video architecture can trade off its enormous pixel bandwidth for display extent, viewing angle and the frame rate\(^{[26]}\). Slinger et al.\(^{[27]}\) at QinetiQ proposed an active tiling system to achieve a holographic system with high space-bandwidth product. The heart of the system is a set of replication optics that produces multiple images of an electrically addressed spatial light modulator (SLM) to an optically addressed SLM. By stacking 4 electrical-to-optical modules like bricks, the active tiling system can produce more than 100 Mega-pixel data. Recently, many multi-SLM based holographic display systems have been developed. These techniques either tile the SLMs on a plane or on an arc to increase the size and the field of view\(^{[28]}\). Blanche et al.\(^{[29,30]}\) at University of Arizona collaborated with Nitto Denko developed a system using refreshable photorefractive polymer to record the holograms. This system can be seen as an intermediate technique of holo-video display and holographic stereogram.

Apart from the device, computation is another factor that would affect the image quality of the holographic display system. The computation process determines whether the full potential of the holographic device is activated. Through numerical methods, the holograms can be generated without the real objects and the complicated interference recording system. In order to generate 3D hologram, two steps are usually needed. The first is the mathematical description of the 3D scene, and the second is the algorithm to transfer the 3D scene into light distribution on the hologram plane. The algorithm is directly related to the image quality and the computation speed. Most of the current algorithms for synthesizing the computer generated holograms (CGHs) are physically based methods. These kinds of algorithms simulate the optical transmission process from the 3D objects to a hologram plane\(^{[31,32]}\). The objects are often divided into point sources or planar segments, which can provide precise description for the 3D scene. Hence continuous motion parallax and accurate depth information can be reconstructed during optical reconstruction. However, since the physically based methods focus on the wave propagation simulations, it is often hard for them to integrate with rendering techniques of computer graphics, hence it makes them difficult to provide the view dependent properties of the 3D scenes, such as shading and occlusion. Recently, several researchers have developed some techniques to solve this problem to produce shading and occlusion effects of the 3D scene, but with more computational cost\(^{[33,34]}\). Holographic stereogram based modeling is another class of methods for computing the CGHs. Holographic stereograms angularly multiplex 2D parallax views that are generated digitally or captured optically\(^{[10,35]}\). Computer graphics rendering techniques can be applied in the stereogram computation to add multiple shading effects and eventually make the 3D scene more realistic. Further, the hologram is segmented into multiple holographic elements (hogels), and the occlusion problem can be automatically solved during the rendering processes in different hogels. However, the holographic stereograms are not fully computed holograms. During reconstruction, each hogel projects a set of plane waves in different directions to form the 2D parallax view, which would cause the lack of depth information of the 3D scene. Hence the holographic stereogram is difficult to reconstruct deep 3D scene with accurate accommodation cue. Several works have been done to add depth information in the holographic stereogram based methods, including phase-added stereogram\(^{[36]}\), ray sampling plane technique\(^{[37]}\), and diffraction specific coherent panoramagram\(^{[38]}\). These methods utilize the z-buffers to reshape the wavefront emitted from each hogel.
to produce accurate depth information of the 3D scene. For both physically and stereogram based algorithms, computation load is another problem need to be considered in their implements. Due to the parallel property of the CGH generation process, modern graphics processing units (GPUs) that allow general-purpose computing can be used to speed up the computation process\[39].

3. Light field display

Light field is a phrase widely used in computer graphics, which is a function that describes the light rays in space. Different with wave optics, it is a concept restricted to geometrical optics and ray is regarded as the fundamental carrier of light. Each ray in free space contains a constant amount of optical energy transmitting along it, and different rays would not interact with each other. Physically, the amount of light traveling along a ray is radiance. It can be denoted by $L$ and measured in watts (W) per steradian (sr) per meter squared (m$^2$). The radiance along all such rays in a region of 3D space illuminated by an unchanging arrangement of lights is called the plenoptic function\[40]. The function can be parameterized by coordinates, $x$, $y$, and $z$ with angles $\theta$ and $\phi$. This 5D plenoptic function $L(x, y, z, \theta, \phi)$ parameterizes every possible ray in the space, hence it can express the image of scene from any viewing position at any viewing angle within the limitations of geometrical optics, as shown in Fig. 4. The plenoptic function represents light observed from every position in every direction, and it can provide a complete representation of the light rays in a scene, which forms the basis of light field display techniques. While in free space, radiance of light rays does not change along their traveling paths. Hence, the 5D plenoptic function can be expressed as a 4D light field\[41,42]. As is shown in Fig. 5, the 4D light field has a variety of representations for parameterizing the light rays. A light ray can be defined by its intersection point with a surface and an additional pair of elevation and azimuth of the ray with respect to the surface normal, as is shown in Fig. 5(a). Also, a pair of points of a sphere can parameterize any light ray passing through it, as is shown in Fig. 5(b). A more commonly used method for describing the light rays is two-plane parameterization, which is shown in Fig. 5(c). Under this situation, a given light ray is defined by its coordinates of intersection with two planes. The light field parameterized in this way is called a light slab. The two-plane parameterization method is widely used for analyzing camera and display architectures.

The light field rendering technique in computer graphics is actually motivated by the holographic stereogram synthesis\[43]. Halle’s work anticipates the geometry used in Lovey’s work\[44]. There are some similarities in the full parallax holographic stereogram the integral photography developed by Lippmann in 1908\[45]. In integral photography, a lenslet array is placed in close proximity to the photosensitive medium. Each small lens can capture a slightly different perspective image of the 3D scene than its neighbor, and an array of 2D parallax views is recorded in the film through the lenslet. The resulting image viewed through the lens array would create discrete perspectives at corresponding directions. Hence it can enable the viewer to perceive the 3D depth information. Furthermore, a pinhole array can be used instead of the lenslet, which results in a parallax barriers display\[46]. However, both integral photography and parallax barriers suffer from low resolution problems due to the trade-off relationship between the spatial and angular sampling numbers, which means the resolution of projected images is reduced with the increase in the number of viewing directions. While in full parallax holographic stereogram, the lens array in integral photography is replaced by a diffractive element performing the same function, and this breaks the geometrical limitation of parallax based techniques (including integral photography and parallax barriers) and can provide finer sampling to the light field in 3D space.

Recently, different with conventional parallax based techniques, some new methods have been developed to produce light field display that can break the trade-off relationship of spatial resolution and number of perspectives the way that parallax barriers and integral photography are forced to do. Jones et al.\[8] from University of Southern California demonstrated an auto stereoscopic light field display system using a high-speed digital light processing (DLP) projector along with a spinning anisotropic screen. This system can project 360-degree views with 1.25 degree separation horizontally. Different with volumetric displays that use a spinning diffuse screen to scatter light in all directions, they use anisotropic holographic diffuser bonded onto a first surface mirror. The anisotropic diffuser is used to reflect each projector pixel to a narrow range of viewpoints to mimic the light field. Xia et al.\[45] from Zhejiang University also developed a 360-degree light field display system. Their system used a different architecture that floats the 3D scene above the spinning screen and allows the viewer to touch. Instead of time multiplexing techniques, a class of spatial multiplexing techniques have emerged\[46,47]. Balogh et al.\[47] from Holografika Ltd. developed an optical display system to present the 3D light field with multiple projectors and a holographic screen. The holographic screen directs the light beams generated in the optical modules to different directions, and it forms a continuous parallax view. Most of these projector-based light field display systems provide only the horizontal parallax of the 3D scene. Hence the accommodation cue was demonstrated in the horizontal dimension only within a limited depth range. Through the combination of ray optics and computational processing, compressive light field displays have been developed to break the limits set by purely optical analysis. Wetzstein et al.\[9] developed tomographic techniques for image synthesis on displays composed of stacked films of light-attenuating material. This technique can create a 4D light field with high resolution and the accommodation is preserved. The same underlying technique is later applied to stacks LCDs for displaying dynamic content\[48].

For such compressive light field displays, which require
taking a target 4D light field as an input and solving an optimization problem for image synthesis, usually need massive computations.

To improve the image qualities and the depth properties of current light field display techniques, the gap between reconstructed light field and the target light field of the 3D scene should be narrowed. The increase of space-bandwidth product of the display system would improve the spatial and angular resolutions, and eventually lead to better approximation to the target light field.

4. Discussion and conclusion

Though the light is treated differently in wave optics and ray optics, redistributing the light in 3D space eventually provides us the depth information in both methods. Static full parallax holographic stereogram can be considered as a combination of the holographic and light field technique, which leads to marvelous 3D effects during reconstruction. Recently, several researchers have tried to build a bridge between wave and ray optics through phase space analysis, and used it to analysis the 3D display systems. Zhang et al. \[49\] introduced the connection between wigner distribution function and the light field. Wigner distribution function can be thought as a more rigorous ray-model representation of light that incorporates wave optics phenomena. The function can describe spatial position and spatial frequency of the light simultaneously. Inspired by the wigner distribution function, Oh et al. \[50\] developed a technique based on the augmented light field to model the wave optics effects. The phase space analysis may lead to additional insights and productive applications in 3D displays related to wave and ray optics.

The development of 3D display would rely on joint advances on several different areas, including computer graphics, wave and ray optics, materials, mathematical modeling, and the industry world. The 3D display techniques need extra data to provide the information from the third dimensionality. Hence the space-bandwidth product is an important factor to improve the qualities of the 3D images, both in holographic and light field display architectures. Also, the deeper understanding of the human visual system will play a key role as well.
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