Wavelength calibration of narrowband ArF laser with iron hollow cathode lamp
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Accurate and precise wavelength controlling of narrowband excimer lasers is essential for the lithography of an integrated circuit. High-precision wavelength tuning and calibration of a line-narrowed ArF laser are presented in this work. The laser spectrum is narrowed to a sub-picometer with a line narrowing system. Absolute wavelength calibration of the line-narrowed laser is performed based on the optogalvanic (OG) effect using iron hollow cathode discharge (HCD). An accuracy of better than 0.1 pm for wavelength tuning and calibration is achieved with our homemade wavemeter.
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ArF lasers emitting around 193 nm are widely used for photolithographic processing of integrated circuit devices2. This kind of laser should provide a narrow spectral band around a precisely determined and finely adjustable absolute wavelength. The deviation of the wavelength may result in the linewidth broadening and the defocus on the exposure plane2. Therefore, it is desirable to calibrate the wavelength of the ArF lasers within a range of ±0.05 pm2. Wavelength calibrations of the laser source for lithography also require a compact wavemeter with sub-picometer precision. Researches on high-precision spectrum detection22 in the ultraviolet (UV) region have been extensively studied in recent years.

The optogalvanic (OG) effect described by Babin et al.23 permits a very precise and reliable determination of an absolute emission wavelength for an excimer laser system. When the line-narrowed laser beam is incident into a see-through hollow cathode discharge (HCD) lamp, the OG effect originates from a change in the impedance in a steady-state glow discharge when the discharge medium resonantly absorbs laser photons2. Consequently, the photodetector behind the HCD lamp can observe an intensity drop of laser energy around the wavelength of absorption. This effect has been shown to be a powerful and inexpensive technique for laser stabilization or wavelength calibration24,25, especially in a lithography application26,27. For example, emission lines of a platinum HCD lamp at 193.22433 and 193.43690 nm (vacuum wavelength) have been used for the calibration of an ArF laser2. Nevertheless, very few researches on ArF laser wavelength calibration with an iron lamp have been reported so far. Moreover, the laser power incident into the HCD has to be very carefully controlled for the ArF laser source because the OG signal amplitude tends to saturation at relatively high laser energy28. On the other hand, the ArF laser energy around 193.22433 nm is relatively low due to the oxygen absorption; accordingly, a high signal-to-noise ratio (SNR) OG signal around the absorption wavelength is hardly accessible.

Because the OG signal is vulnerable to the interference from the surrounding electromagnetic field, many researchers since the 19th century have used the boxcar averager2 or lock-in amplifier21 to get a high SNR signal. However, the bulky and complicated structure of the boxcar averager or lock-in amplifier prevents its integration in an optical lithography machine.

In our experiment, the wavelength of the ArF laser was calibrated by measuring the OG voltage directly. Relatively high SNR absorption for absolute wavelength calibration was obtained. The ArF laser was line-narrowed below 0.4 pm by a line narrowing system. Furthermore, high-precision laser wavelength tuning and real-time measurements with a homemade wavemeter were also demonstrated in this work.

Before the wavelength calibration process, the broadband emission spectrum of nearly 500 pm of the ArF laser spectrum has to be narrowed to the sub-picometer scale. The narrow spectrum is obtained by an EX100 excimer laser (provided by GAM LASER-INC, maximum pulse energy of 20 mJ and repetition of 500 Hz) coupled with a line narrowing system, which consists of three CaF2 prisms and a grating. In order to reduce the energy loss in the beam path, the prisms and grating are equipped in a sealed cavity purged with nitrogen. The design and setup of the line narrowing system can be found in our early work15–17. The bandwidth (full width at half-maximum, FWHM) of the narrowband laser is about 0.38 pm, and the maximum pulse energy is 0.5 mJ. Figure 1 shows the typical laser spectrum recorded by a spectrometer (provided by LTB Lasertechnik Berlin, model ELIAS III, resolution of 0.022 pm for the linewidth, absolute accuracy of ±5 pm for wavelength calibration).
Smooth scanning of the laser wavelength is accomplished by rotating the grating with a precision of $1 \times 10^{-5}$ deg/step.

The schematic diagram of the wavelength calibration is shown in Fig. 2. The narrowband tunable laser is split into two beams, which are designed to realize the wavelength measurement and calibration, respectively.

One portion of the laser beam is focused to a spot radius of approximately 0.5 mm inside the center hole of the HCD lamp. Then, it is guided into the spectrometer (ELIAS III, LTB), which is used to measure the linewidth and to acquire the approximate value of the wavelength.

The OG detector in this work is a see-through hollow cathode iron lamp (Hamamatsu L2783 series laser galvantron) filled with xenon and Ne gas and supplied by a high-voltage direct current (DC) power ranging from 0 to 1000 V (provided by KIKUSUI, model PAD1K-0.2L, Ripple Voltage of 500 μV). Its operation circuit, surrounded by dashed lines shown in Fig. 2, consisting of a resistor $R$ of 40 Ω and a capacitor $C$ of 0.047 μF, is packed in a shield case to exclude the external electromagnetic induction. The real-time OG signal acquisition and processing is accomplished by a high-speed data acquisition card (provided by Advantech, model PCI-1714).

The waveform of the OG signal was also presented in a digital storage oscilloscope for observation.

The other portion of the narrow-lined laser incident to an echelle grating (Newport, 112.96 g/mm, 79° blaze angle), and the diffractive beam was focused into a linear diode array (LDA). Two 1.0 mm radius apertures are added to prevent the stray light and minimize the spot size. One was added between the beam splitter and the grating, and the other was between the grating and the LDA. The focused spot is about 100 μm, covering 3–4 pixels (FWHM) in the LDA. All of the wavelength measurements in this work are performed in the air.

At first, the precision of the wavelength tuning and measurement will be examined and analyzed here. The minimum incremental motion and repeatability of the linear motor is 0.1 μm, yielding about a 0.03 pm precision for wavelength tuning. As depicted in Fig. 2, the wavelength is measured by a diffraction grating in near-Littrow configuration. The high-order diffracted beam is focused and reflected back to the LDA. Based on the diffraction grating equation below,

$$k\lambda = 2d \sin \theta,$$

$$\Delta \lambda = \frac{2d \cos \theta}{k} \Delta \theta,$$

where $k$ is the diffraction order, $\lambda$ is the laser wavelength, $d$ is the distance between grooves, and $\theta$ is the diffraction angle. With the angle $\Delta \theta$ in Eq. (2) measured by position change of the laser spot on the LDA $\Delta L$ and the focal length $f$,

$$\Delta \theta = \frac{\Delta L}{f}.$$  

The value of $\Delta \lambda$ can be expressed as follows:

$$\Delta \lambda = \frac{2d \cos \theta \cdot \Delta L}{k \cdot f}.$$  

According to Eq. (4), gratings with a higher diffraction order and groove density can be conducive to the improvement of the resolution. Furthermore, a lens with a longer focal length is also desirable for the wavelength measurement. The key parameters of the wavelength measurement are listed in Table 1.

From Eq. (4), the wavelength can change linearly with the position of the laser spot on the LDA $\Delta L$. Figure 3 shows the pixel position of laser spot on the LDA and the corresponding wavelength in the range of 193.1–193.5 nm. The wavelength data are roughly measured with the spectrometer (ELIAS III, LTB). The two columns of data presented in Fig. 3 shows a good linear relationship. The value of wavelength $\lambda$ is determined by the pixel position of the laser spot on the LDA, shown as the equation below,
\[ \lambda = (-0.0120357 \text{ nm/pixel}) \cdot P + 196.25883. \quad (5) \]

By fitting a Gaussian curve to the data of the laser spot on the LDA, which represents the laser wavelength, the precision for the wavelength measurement is improved. The long-term (60 s) wavelength measurement with our wavemeter shows that the variation of the measured wavelength is within 0.06 pm at a steady state.

The wavemeter can now tune and measure the wavelength with adequate precision, yet it is far from accurate because the absolute accuracy of the spectrometer (ELIAS, LTB) is about $\pm 5$ pm. Therefore, the wavemeter needs to be calibrated with the hollow cathode lamp.

Next, the effect of laser energy and discharge current on the OG signal amplitude at different wavelengths is studied.

The observed transient waveform of the OG signal by an oscilloscope is shown in Fig. 4. The OG signal is composed of a fast rising peak followed by an exponential decay to the signal with an opposite sign, which then returns to the base line. It usually lasts 20–40 $\mu$s, and its waveform and lasting time depends on the discharge conditions, such as the energy level of the atoms and plasma relaxation\[22,23\]. Mahmood et al.\[21\] have simulated the time-resolved OG signal by the sum of two exponential attenuation functions. The time-resolve of such an OG signal can be composed by two parts\[22\]: a pure neon part and the penning part. The pure neon part consists of a negative pulse and a positive pulse in the first tens of microseconds, it is commonly observed in neon HCD, while the penning part often occurs after a diffusion time interval of about 30 $\mu$s, It is related to the metal atom ionization and the transition of the neon atom from the metastable level to the ground level.

When the laser wavelength approaches the absorption wavelength of the Fe element (193.38978 nm in our case), the ionized Fe atoms will participate in collisions with laser-excited neon atoms in the excited state. Then, the penning ionization process becomes stronger when laser irradiation excites the Fe atoms from the 3d\textsuperscript{6}4s\textsuperscript{2} to the 3d\textsuperscript{6}4s\textsuperscript{5}p level at this resonant absorption state. The more detailed investigation on the penning–ionization interaction between the cathode element and neon by the energy level diagram is shown in Refs. [22,23]. Here, we mainly focus on the change of the OG signal amplitude during the wavelength scanning because it is crucial for the wavelength calibration. The amplitude of the OG signal is observed ranging from 20 mV to over 100 mV, depending on the laser energy, discharge current, and laser wavelength.

From the National Institute of Standards and Technology (NIST) atomic spectrum database, there are two absorption lines in the UV region for the Fe element, which are 193.45350 and 193.72683 nm in the vacuum, and 193.38978 and 193.66307 nm in the air. Due to the fact that the emission spectrum of the ArF laser is from 193.0 to 193.5 nm, the emission line of 193.38978 nm (in the air) is chosen for the ArF laser wavelength calibration in this work.

The relationship between the OG intensity and discharge current at different wavelengths of 193.38978 and 193.38600 nm is depicted in Fig. 5. The two wavelengths correspond to the resonant absorption (NIST) and non-resonant absorption state of the iron lamp, respectively. The OG signal amplitude is found to drop considerably at 193.38600 nm, while it remains almost constant with the discharge current at 193.38978 nm. The possible reason is because the OG signal amplitude for the metal cathode, which contributes to the penning part, increases dramatically with the current at the resonant absorption state. This effect has been observed by Saini et al.\[22\], and they found the peak-to-peak OG signal of europium almost tripled at the europium resonant state.

<table>
<thead>
<tr>
<th>Table 1. Key Parameters of the Wavelength Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
</tr>
<tr>
<td>Diffraction order of the grating $k$</td>
</tr>
<tr>
<td>Distance between grooves $d$ (mm)</td>
</tr>
<tr>
<td>Diffraction angle of the grating $\theta$ (deg.)</td>
</tr>
<tr>
<td>Pixel length ($\mu$m)</td>
</tr>
<tr>
<td>Focal length $f$ (mm)</td>
</tr>
</tbody>
</table>

Fig. 3. Wavelength with the position of the laser spot on the LDA.

Fig. 4. Waveform of iron OG signal recorded by an oscilloscope.
when the current increased from 7.6 to 13.6 mA. The increasing part derived from the metal cathode may compensate for the decreasing pure neon part at a high current. The experimental results in Fig. 5 mean that, the OG signal amplitude may become stronger at the resonant absorption state during the wavelength scanning process. It can be concluded that wavelength calibration should be performed at a relatively higher discharge current to get a high SNR absorption.

The OG signal amplitude for a different laser energy and discharge current is shown in Fig. 6. It is found that the OG signal amplitude increases almost linearly with laser energy. However, the saturation effect at higher laser intensities, observed by other researchers [26], does not appear in this experiment. The possible reason is that the laser energy is not high enough for saturation. The maximum laser pulse energy is 0.5 mJ, and the portion of that incident into the HCD is less than 0.25 mJ, where most of the laser photons inside the HCD lamp may be absorbed in the glow discharge process.

Lastly, the wavelength calibration is performed by recording the OG signal amplitude while scanning the wavelength in the range of 10 pm. The wavelength scanning range is set from 193.38500 to 193.39500 nm, in order to cover the wavelength of 193.38978 nm. The wavelength scanning and measurement are performed by the wave-meter depicted in Fig. 1. The discharge current is set to be 30 mA, and the laser repetition rate is 50 Hz. The speed of the linear motor is 0.5 μm/s, and the wavelength scan speed is about 0.15 pm/s, so the scanning range from 193.38500 to 193.39500 nm needs 67 s, and the wavelength calibration process can be accomplished in 90 s. The experiments have been repeated several times. Four samples of the wavelength scanning data are shown in Fig. 7.

The OG signal amplitude is found to substantially increase, while the laser is resonant with the absorbed wavelength of the Fe atom (193.38978 nm), and high SNR absorption lines are observed during the wavelength scanning. The typical bandwidth (FWHM) of the absorption line is about 1.5 pm. The broadening of the spectral lines may mainly result from the Doppler effect [25], which is caused by the random movements of the particles excited by the discharge and is based on the following equation [25]:

\[ \Delta \lambda = 2 \lambda_0 \sqrt{2 \ln 2 \frac{kT}{m_0 c^2}}, \]

where \( \lambda_0 \) is the wavelength (m) at the center of the absorption line, \( k \) is the Boltzmann constant (J/K), \( m_0 \) is the atomic mass (kg), \( c \) is the speed of light (m/s), \( T \) (K) is the excitation temperature (9600 K for the iron HCD lamp [25]), and the broadening linewidth caused by the Doppler effect is estimated to be 1.75 pm, which is close to the observed linewidth (1.5 pm). The minor difference may result from the value of the excitation temperature \( T \) (K), which depends on various conditions, such as discharge current and gas pressure. The temperature in this work may be slightly lower than the reported 9600 K in Ref. [26].

The absorption wavelengths corresponding to the OG signal peaks in Fig. 7 are 193.38969, 193.38971, 193.38973, and 193.38979 nm, respectively. It can be seen that the baseline has a strong fluctuation, which may originate from the instability of laser energy. The nominal pulse to pulse stability of the laser is about 2%, but after line narrowing it becomes much worse and is nearly 10%. The pulse energy fluctuation may influence the line center of the OG peak and result in the accuracy reduction. The OG spectrum with a better SNR can be expected if the laser stability is improved.
Further scanning results show that the accuracy of wavelength calibration is within ±0.1 pm. It is worth pointing out that every time the wavelength scanning is deliberately started slightly different from 193.38500 nm. However, the absorption peaks are found to be exactly around 193.38978 nm. That means the OG signal peaks in Fig. 7 agree well with the absolute spectral line of the Fe element. Then, the wavelength calibration can be accomplished simply by modifying the constant in Eq. (5). Our future work is devoted to wavelength stabilization and to improve spectral resolution.

In conclusion, the OG effect of an iron hollow cathode lamp is investigated experimentally. The results show that the OG signal amplitude at a resonant absorption state increases almost linearly with laser energy and remains constant with the discharge current, while the OG signal amplitude at the non-resonant absorption state decrease dramatically with the discharge current. By detecting the OG signal amplitude directly from iron lamp, we build a high-precision wavelength calibration system. The wavelength accuracy of better than 0.1 pm is achieved in a repeated calibration process.
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