Single-drive high-speed lumped depletion-type modulators toward 10 fJ/bit energy consumption
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Reduction of modulator energy consumption to 10 fJ/bit is essential for the sustainable development of communication systems. Lumped modulators might be a viable solution if instructed by a complete theory system. Here, we present a complete analytical electro-optic response theory, energy consumption analysis, and eye diagrams on absolute scales for lumped modulators. Consequently the speed limitation is understood and alleviated by single-drive configuration, and comprehensive knowledge into the energy dependence on structural parameters significantly reduces energy consumption. The results show that silicon modulation energy as low as 80.8 and 21.5 fJ/bit can be achieved at 28 Gbd under 50 and 10 Ω impedance drivers, respectively. A 50 Gbd modulation is also shown to be possible. The analytical models can be extended to lumped modulators on other material platforms and offer a promising solution to the current challenges of modulation energy reduction.
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1. INTRODUCTION

As optical communication and interconnects rapidly march toward 400 G/1 T capacity, the energy consumption per bit needs to be drastically reduced to make the development trend sustainable. Total energy consumption (including electrical circuits) of current 100 G coherent transceivers and short-reach interconnect transceivers are on the level of >15 pJ/bit, and need to be improved by at least an order of magnitude to outperform electrical interconnects [1]. Specifically, the energy budget for modulators is on the order of ~10 fJ/bit. Although many silicon-resonator-based modulators have been reported [2–4], even realizing sub-fJ modulation energy [5], they require substantial thermal stabilization power of ~1 pJ/bit. Balanced interferometers eliminate the need for thermal control, but conventional silicon traveling wave modulators (TWMs) are generally energy-hungry physically because they use driving voltages inefficiently and dissipate all remaining power at termination resistors. Their energy consumption to realize a phase shift of $\Delta \phi = 0.1 \pi$ per arm is usually 1–10 pJ/bit [6–11]. This phase shift is the typical demonstration in the literature and is close to the short-reach interconnect requirement of 3.5 dB extinction ratio at quadrature point ($\Delta \phi = 0.125 \pi$). With state-of-the-art traveling wave electrode designs, TWM energy consumption as low as 32.4 and ~200 fJ/bit were reported [12–14]. On the other hand, lumped silicon modulators have the potential of low energy consumption, but modulation speeds reported in the literature were primarily limited to 10 Gbps in the early phase of research [8,12]. For that reason, the research interest in silicon-lumped interferometer-based modulators has been less than that of high-speed TWMs. The bandwidth limitation for lumped modulators was later found to be impedance mismatch, and can be drastically improved with low characteristic impedance driving methods to above 25 or even 40 Gbps [15,16], which rekindled the hope of its practical use with specially designed integrated circuit (IC) drivers. However, current research efforts are still on the level of device prototype demonstrations without systematic methodology, and several issues need to be resolved before further performance improvements can take place: a) theories on electro-optical (EO) response are still incomplete, and knowledge of the approach and extent of energy consumption lowering has not been reported. b) It is known that, in TWMs, the appropriate voltage–length product for a $\pi$ phase shift ($V_pL_p$) is around 1.8 V · cm (higher or lower both being detrimental). For lumped modulators, relations between modulation performance, junction efficiency, and phase shifter length remain unclear. c) A 3 dB EO bandwidth cannot exceed 20 GHz (0 V) when powered with standard 50 Ω radio-frequency (RF) cables.
In this work, we present a complete analytical model of small-signal EO analysis, time-domain large-signal EO response, quantitative energy consumption analysis, and eye diagrams on absolute value scales. Both Mach–Zehnder and Michelson interferometer types are investigated. In addition, the paper introduces a single-drive configuration to effectively enhance device EO bandwidth regardless of driving characteristic impedance. As a result, EO bandwidth can now reach 24 GHz with a 50 Ω driver. Finally, analysis of the dependence between dynamic phase change, phase shifter length, and doping concentration is performed. The lowest energy can be 80.8 and 21.5 fJ/bit for 50 and 10 Ω drivers at 28 Gbps, respectively, which are much lower than the energy consumption of conventional TWMs as well as previous lumped modulators [8,17]. This work can be extended to other lumped modulators including organic [18–20] and plasmonics [21,22] material platforms.

2. TERMINOLOGY
We first define the terms used in the following analysis to avoid ambiguity. "Lumped modulator" in this work refers only to interferometer-based modulators, excluding resonator-based ones. Mature theory is already available for the latter [23,24]. Only depletion-type modulation is investigated due to its fast EO response. "Lumped modulator" and “TWM” traditionally differ by whether device length is much less than RF wavelength so that voltage can be considered uniform and "instantaneous" along the device. Additionally, it is important that no termination resistors be used (otherwise, RF waves are still “traveling”). Preferably, voltage is applied at the center of the electrodes to accelerate RF dynamics. Compared to TWM theory, where RF velocity \( \beta \) and its mismatch with optical velocity \( \Delta \beta \) is essential, \( \beta \) and \( \Delta \beta \) play no role in lumped modulators. Instead, the optical wave interacts with uniform voltage and the interaction time inside lumped electrodes now exerts substantial impact on modulation speed. Furthermore, impedance mismatch is due to the difference in characteristic impedance between source/termination and traveling-wave electrodes in TWMs, and total impedance in lumped modulators, which is both physically and quantitatively different. The latter usually cause stronger mismatch and reflection as a result of very low resistance (normally <20 Ω) and high reactance (on the order of pF). From the energy perspective, the RF wave is severely attenuated on traveling-wave electrodes and dissipated upon termination, while more energy-efficient capacitor charging/discharging is dominant in lumped modulators.

“Double-drive” push–pull configuration requires two driving signals for the two electrically isolated arms widely used in TWMs with GSGSG electrodes [7–9,25]. For double-drive push–pull driving, the RF voltages applied to the two arms have a relative \( \pi \)-phase difference [Fig. 1(a)]. In “single-drive” push–pull configuration, the two waves are electrically connected and only one driving signal is needed [Fig. 1(a)] [12,26,27]. The consequence is half the voltage on each arm, half the total capacitance, and double the series resistance. "Mach–Zehnder" modulators (MZMs) and "Michelson" modulators (MIMs) are named by their optical interferometers. Light travels forward and backward in MIMs, and the equivalent modulation length is doubled. It is obvious that MIMs are only effective for lumped devices without directionality, and will severely degrade the dynamic response of TWMs [28].

3. EO SMALL–SIGNAL ANALYSIS
Small-signal analysis assumes small voltage on junction so that the EO response is linear [\( V_{\text{eff}} \ll V_b - V_b \)], with \( V_{\text{eff}} \), \( V_b \), and \( V_b \) being the actual voltage on each junction, junction built-in potential, and bias voltage, respectively, per Eq. (A10). The theory is described in the following three parts: electrical, PN junction, and optical.

Electrical description: Voltage is considered to be instantaneously uniform along the lumped electrodes. The resistance–inductance–capacitance (RLC) equivalent circuit model has been reported to effectively describe the electrical properties of lumped modulators [8,29], shown in Fig. 1(a) inset, where \( C_1 \), \( R_1 \), and \( L_1 \) are junction capacitance, series resistance, and electrode inductance, respectively, and \( C_0 \) is the pad parasitic capacitance. Due to impedance mismatch with input characteristic impedance, the RF voltage transmission \( \Gamma \) can be written as

\[
\Gamma(\omega) = \frac{2\cdot Z_l}{Z_l + Z_o}
\]

\[
Z_l = \frac{1}{1 + \frac{j\omega L_1}{R_1}} + \frac{1}{\frac{j\omega C_1}{R_1}}
\]

where \( Z_l \) represents the \( \left( R_1L_1C_1 \right) \) load, \( Z_0 \) is the input characteristic impedance, and \( \omega \) is the angular frequency of the electric signal. The system transfer function (voltage on junction \( C_1 \)) is expressed as

\[
H(j\omega) = \frac{1}{j\omega L_1 + R_1 + \frac{1}{\frac{j\omega C_1}{R_1}}}
\]

Relationship to input voltage is given by

\[
V_{\text{eff}}(\omega) = \frac{1}{2} V_{\text{in}}\Gamma(\omega)H(j\omega),
\]

where \( V_{\text{eff}} \) and \( V_{\text{in}} \) represent the voltage amplitude on each PN junction and of the input, respectively. The coefficient is 1/2 for single drive and 1 for double drive.

PN junction description: Junctions are completely described by its capacitance \( C_1 \), resistance \( R_1 \), and \( \Delta n_{\text{ref}}(V) \), and hence any types of junction or doping models are applicable. As an example, lateral junction is used (see Appendix A):

\[
\Delta n_{\text{eff}}(V) = K(AN + BN^{0.8}) \times \left[ \frac{w_D(V) - w_D(0) + \sin(k_s w_D(V)) - \sin(k_s w_D(0))}{k_s} \right]
\]

\[
w_D(V) = 2\sqrt{\frac{\epsilon}{qN}}(V_b - V),
\]

where \( N \) is the doping concentration for both P and N types, \( A = 8.8 \times 10^{-22} \text{ cm}^2 \) and \( B = 8.5 \times 10^{-18} \text{ cm}^{-1} \) are plasma dispersion effect coefficients [30], \( w_D \) is the depletion width, and \( \epsilon \) and \( q \) are silicon permittivity and elementary charge. \( K \) and \( k_s \) are constants independent of voltage and doping concentration. For 450 nm × 220 nm rib waveguides, \( K = 7.14 \times 10^3 \text{ m}^{-1} \) and \( k_s = 4.46 \times 10^6 \text{ m}^{-1} \) (Appendix A).
Optical phase changes as a result of real-time interaction with junction voltage:

$$\Delta \phi(t) = k_0 V_g \int_{t_0}^{t} \Delta n_{eff}(V_{eff}(t)) \, dt,$$  \hspace{1cm} (5)

where $k_0 = 2\pi/\lambda$, $V_g$ represents the optical group velocity, and the related time inside the phase shifter is $t_0 = L/v_g$ for MZM and $t_0 = 2L/v_g$ for MIM. Here, no velocity mismatch term is present since the electrical signal is uniform on the electrodes. Combining Eqs. (4) and (5) and expanding the sinusoidal term to the first order when $N$ remains unchanged yields

$$\Delta \phi(t) \approx K' \left[ -t_0 \int_{t_0}^{t} \sqrt{1 - \frac{V_{eff}(t)}{V_B}} \, dt \right].$$  \hspace{1cm} (6)

where constant $K'$ is given as

$$K' = 4K \sqrt{V_B k_0 v_g} \sqrt{\frac{\varepsilon}{qN}} (AN + BN^{0.8}).$$  \hspace{1cm} (7)
A sinusoidal wave of angular frequency $\omega_0$ used in small-signal analysis will yield the following voltage on junctions:

$$V_{\text{eff}}(t) = \text{Re} F^{-1}\{F[V_{\text{in}} \exp(j\omega_0 t)]H(j\omega)\Gamma_r(\omega)\}$$

$$= \text{Re} V_{\text{in}} H(j\omega)\Gamma_r(\omega) \exp(j\omega_0 t),$$

where $F$ stands for Fourier transform. Frequency-domain EO $S_{21}$ (biased at quadrature) is defined as

$$S_{21}(\omega) = F\{E_{\text{out}}(t)\} \approx -\frac{1}{2} \cdot F[\Delta \varphi(t)].$$

Combining Eqs. (6), (8), and (9) yields

$$S_{21}(\omega) = K_r \pi V_{\text{in}} \frac{1 - \exp(-j\omega_0 t)}{j\omega} H(j\omega)\Gamma_r(\omega).$$

Equation (10) gives the analytical model of the EO small-signal analysis. To confirm its validity, we first use this theory to reproduce experimentally measured $S_{21}$ in published literature, where equivalent circuit parameters were given [8]. The results are shown in Fig. 1(b). “L0.5” and “10.5” represent lateral junction and interleaved junction of 0.5 mm length. The left four lines show 3 dB bandwidth of [0.93, 2.4, 3.3, 10.7] GHz, while the experimentally measured values are [1.0, 2.6, 3.6, 10.0] GHz, showing good accordance with the analytical model. Similar agreement has also been achieved for baseline lumped modulators provided by some commercial foundries. Based on the established validity, the single-drive configuration is analyzed. Compared with the lateral 0.5 mm long device (blue line, 10.7 GHz bandwidth), simply employing single drive boosts its bandwidth to 17.9 GHz. Cutting device length in half (MIM) also helps, showing 16.6 GHz bandwidth with conventional double-drive configuration and 23.9 GHz bandwidth in combination with single drive. The bandwidth limitation is definitely not resistance–capacitance (RC) constant limited (exceeding 40 GHz). Equation (10) shows (Fig. 2) that the main contributor is $\Gamma_r$ due to impedance mismatch, which is especially severe for double-drive modulators. Note that source characteristic impedance does not affect the equivalent circuit (RC constant) but solely the RF mismatch. To mitigate this issue, 50% reduction of capacitance brought by single drive allows a higher percentage of voltage to transmit to phase shifters and consequently enhances the high-frequency response.

For this reason, only single-drive lumped modulators will be evaluated in the large-signal modeling that follows.

### 4. EO LARGE-SIGNAL ANALYSIS

Large-signal modeling is similar to small-signal modeling except that Taylor expansion to the first order is no longer accurate. Additionally, sinusoidal terms in Eq. (4) are retained to facilitate analysis involving doping concentration. Silicon conductivity $\sigma(N)$ dependence is included in the calculation. The time-domain phase change is given by Eq. (5) and the peak-to-peak phase change $\Delta \varphi(\omega) = \max[\Delta \varphi(t)] - \min[\Delta \varphi(t)]$ is chosen to represent the modulation performance at a certain frequency. In push–pull driving, the total phase difference is thus $2\Delta \varphi$.

To quantitatively show the difference between small-signal and large-signal models, Fig. 1(d) depicts the two curves at two extreme bias conditions. The analytical expression for small-signal phase shift is provided in Eq. (A10). The large-signal model exhibits a hyperlinear relationship at zero bias (also known as differential drive), and is sublinear while operating at high reverse voltage. This can be understood by the improved modulation effect near the 0 − $V_B$ voltage region and saturation [square root term in Eq. (4)] at high voltage, reflecting the modulation properties of PN junctions. From the small-signal derivation, the premise of Taylor expansion is $V_{\text{eff}} \ll V_B - V_b$, $V_b$ being the bias voltage. Therefore, the small-signal approximation is valid in a wider $V_{\text{eff}}$ range under reverse bias. This comparison further consolidates the validity of the large-signal model.

Another approximation contributes to the further understanding of the EO interaction. When the modulation speed is sufficiently low for RF voltage to be seen as invariant for a light pulse, frequency-domain approximation is valid:

$$\Delta \varphi(\omega) = k_0 \int_0^L \Delta n_{\text{eff}}(V_{\text{eff}}(\omega))d\ell = k_0 L \Delta n_{\text{eff}}(V_{\text{eff}}(\omega)).$$

(11)

Figures 1(e) and 1(f) illustrate large-signal analysis of MZM and MIM. The blue and red lines coincide initially and discrepancy grows as frequency increases, as predicted from the assumption of Eq. (11). The discrepancy gets smaller for
shorter devices. It indicates that the real-time nature of applied voltage $V_{in}(t)$ during light traveling through the device is substantial, and the upper limit of device length is determined by symbol rate. For 28 Gbd modulation, the corresponding pulse half-period is 18 ps (1.3 mm physical length). Devices longer than this will suffer from crosstalk exerted by the succeeding RF pulse. Figure 1(c) shows this process in the time domain, where $V_{eff}$ and $\Delta \phi$ have a $t_0$-related retardation originating from the integration interval. This mechanism in lumped modulators is unique as opposed to velocity-matched TWMs. Considering $t_0$ alone, the closer it is to the upper limit, the larger the integral interval. However, the rise/fall time will be shown later to grow with device length and weaken the modulation effect, causing a tradeoff. From this perspective, the small-signal normalized $S_{21}$, although extensively reported in the literature, is not instructive regarding accumulated modulation effect nor high-speed capabilities because the $S_{21}$ bandwidth monotonously rises with decreasing device length while $\Delta \phi$ does not (and is likely to be single-peaked with $L$). Figures 1(c) and 1(f) also reflect steeper roll-off for long phase shifters. Despite their impressive DC modulation effect, the high-speed performance is by no means favorable. Comparatively, due to shorter physical length, MIM exhibits more gradual roll-off, rendering MIM more suitable for high-speed operation.

5. ENERGY CONSUMPTION INVESTIGATION

We first specify the operation condition for energy analysis. Electrical bias voltage is chosen to utilize the efficient modulation range of the PN junction ($0 - V_{pp,eff}$, Fig. 3 caption),
and the optical operation point is always on quadrature. The energy consumption is obtained by solving the driving voltage from \( \Delta \phi = 0.1 \pi \) and using the following relation [31]:

\[
E = \frac{1}{4} C_1 V_{in,pp}^2 = C_1 V_{in}^2. \tag{12}
\]

RF reflection is already accounted for in \( V_{in} \). An alternative method is reported from the perspective of “\( Q_x \),” the needed charge for \( \pi \) phase shift [32], where bit energy can be expressed as \( E = (1/4)0.1Q_x \cdot V_{in} \) for \( \Delta \phi = 0.1 \pi \) and \( Q_x \approx 5.9 \) pC. \( V_{in} \) can be solved with the proposed method in this work.

The numerical results for MZM and MIM are illustrated in Figs. 3(a) and 3(b). The vertical axes are chosen so that they have the same equivalent modulation length. For both types, energy consumption contours indicate that low doping concentration allows for a longer phase shifter since the junction capacitance per unit length is smaller. The static insertion loss can be solved with the proposed method in this work.

6. DISCUSSION

The speed limitation is known to be the impedance mismatch between input characteristic impedance and the load. If a specially designed, low characteristic impedance IC driver is used, this limitation can be removed [16,17] and RLC-limited performance will be dominant.

Figures 5(a) and 5(b) show the \( E - L - N \) relationship when \( Z_0 = 10 \) \( \Omega \), and significant energy reduction up to \( \sim 20\% \) compared to \( Z_0 = 50 \) \( \Omega \) can be observed. The MZM lowest energy point slightly shifts toward longer device length, while the MIM energy contours undertake greater change, preferring a relatively high doping concentration of \( 1.98 \times 10^{18} \) cm\(^{-3}\) — a result of the interplay between higher junction EO effect and higher RF reflection. Likewise, the opposite effect can be expected when using junction types with stronger EO effect and higher capacitance (e.g., interleaved junctions). The lowest energy consumption (21.5 fJ/bit) at 28 Gbd) is a meaningful step toward ultra-low energy consumption. With further optimization of \( Z_0 \) and bias condition, the energy can potentially be reduced to below 10 fJ/bit [33].

MIM eye diagrams are shown in Figs. 5(c)–5(e). The applied voltage has to be reduced to keep a similar extinction ratio to the eye diagrams under 50 \( \Omega \) driver. Surprisingly, the rise/fall time remains sufficiently short up to 40 Gbd, and only shows slight degradation at 50 Gbd speed. Such findings indicate that, with a properly designed IC driver, lumped modulators can well meet the requirement for 40–50 Gbd high-speed applications, as demonstrated by Cisco’s SISCAP (MOS-type) modulators with dedicated IC drivers [16,34]. \( Z_0 = 10 \) \( \Omega \) is just a proof-of-concept demonstration. Optimization of \( Z_0 \) and the overhead of the electric circuit remains the subject of further investigation.

Loss is another aspect of the analysis, but practically static IL is already much smaller in lumped modulators because of their short length, and is usually less than the dynamic loss incurred by inadequate voltage swing. Quantitative analysis of static IL is provided in Fig. 4.

Finally, we briefly comment on the larger phase-shift scenario and the significance to reverse-design in engineering. This work analyzes \( \Delta \phi = 0.1 \pi \) per arm. For larger phase shift, the optimal length is expected to be longer since PN junction response is inefficient for large voltage. Additionally, low doping concentration (e.g., \( N \leq 2 \times 10^{17} \) cm\(^{-3}\)) may not be
capable of large phase shift with any device length (limited by symbol rate). This work establishes the connection between structural and performance parameters, thus allowing reverse-design, one of the bases for customizable process design kits. The unimodal dependence in Fig. 5 also makes the reverse design computationally efficient.

7. CONCLUSIONS

This work proposes a complete set of theory and modeling for lumped silicon modulators. Validation is established through comparison with published experimental results. The roles of device length and doping concentration are analyzed. Our results suggest that PN junctions in lumped modulators cannot be separately characterized independent of device length, as opposed to the case of TWMs. The lowest energy achievable for MIM is $80.8 \, \text{fJ/} \text{bit}$ at 28 Gbd under a standard 50 $\Omega$ characteristic impedance driver, and $21.5 \, \text{fJ/} \text{bit}$ under a 10 $\Omega$ driver.

Additionally, the quantitative model allows us to obtain eye diagrams with absolute scale values. Both MZMs and MIMs are found to be operable at 28 Gbd (50 $\Omega$ driver) and MIMs can satisfy 40–50 Gbd modulation under a lower impedance driver. This important step forward is the result of the proposed theory in two ways: the speed limitation is understood and alleviated with a single-drive method accordingly, and comprehensive $E–L–N$ analysis enabled by the large-signal modeling reveals the roles of each parameter and yields the lowest reachable energy. Such findings are meaningful toward the development of 10 $\text{fJ/} \text{bit}$, high-speed datacom systems.

APPENDIX A

Analytical expression for $\Delta n_{eff}$. This section determines the effective refractive change in depletion-type silicon lateral PN junctions. Two variables are considered: $\Delta n_{eff}(V, N)$, where $V$ is applied voltage and $N$ is doping concentration. The following assumption is used to simplify the case: P-type and N-type doping concentration is the same ($N_A = N_D = N$), and the junction is placed at the center of the waveguide. The latter assumption is reasonable since the optimal offset is quite close to zero when $N_A = N_D = N$, e.g., optimal offset $= 10 \, \text{nm}$ when $N = 5 \times 10^{17} \, \text{cm}^{-3}$.

According to the definition, $n_{eff}$ is written as

$$n_{eff} = \frac{\int_{-\infty}^{\infty} n(x, y) |E(x, y)|^2 \, dS}{\int_{-\infty}^{\infty} |E(x, y)|^2 \, dS} = \frac{\int_{WG} n(x, y) |E(x, y)|^2 \, dS}{E_0^2} + C,$$

where $C$ represents the integral outside of the waveguide core, which is independent of voltage and doping concentration.

Fig. 5. Large-signal characterization under 10 $\Omega$ low-characteristic impedance driver. Energy consumption relation with phase shifter length and doping concentration of (a) MZM and (b) MIM. The shown energy is obtained when $\Delta \varphi = 0.1 \pi$. Bias voltages are chosen for each structural parameter so that the effective voltage on each PN junction is $0 = V_{pp,eff}$. The lowest energy point (marked by “+”) in (a) is $[L, N, E, V_{in}] = [0.675 \, \text{mm}, 6.4 \times 10^{17} \, \text{cm}^{-3}, 66.9 \, \text{fJ/} \text{bit}, 1.44 \, \text{V}]$; $[L, N, E, V_{in}] = [0.4625 \, \text{mm}, 1.80 \times 10^{18} \, \text{cm}^{-3}, 21.5 \, \text{fJ/} \text{bit}, 0.774 \, \text{V}]$ in (b). (c)–(e) Eye diagrams of MIM modulators of the optimal parameters. Color represents $\log_{10}(E)$ for better visual contrast. Static working point: $\varphi_0 = 0.5 \pi$ (biased at quadrature point). The driving $V_{pp}$ specified in the figure is peak-to-peak voltage on each junction. Total input voltage is twice the value.
$E_0$ represents a normalizing constant. The origin is set at waveguide center. To obtain an analytical expression, the rib waveguide is approximated with the strip waveguide, where the electric field inside the waveguide can be written as

$$E(x, y) = \cos(k_x x) \cos(k_y y),$$  \hspace{1cm} (A2)

where $k_x$ and $k_y$ are the optical propagation constants in transverse directions.

For lateral junctions, the material index inside waveguide $n(x,y)$ is uniform along the $y$ direction, and hence can be reduced to $n(x)$

$$n_{\text{eff}} = \frac{1}{E_0^2} \int_{-b/2}^{b/2} \left[ \int_{-w/2}^{w/2} n_{\text{Si}} \cos^2(k_x x) dx \right] + 2 \int_{w/2}^{w_{\text{PN}}} n_{\text{PN}} \cos^2(k_x x) dx \cos^2(k_y y) dy + C,$$  \hspace{1cm} (A3)

where $b$ is the height of the waveguide, $w_D(V)$ is depletion width, $w$ is waveguide width, $n_{\text{Si}}$ is intrinsic silicon refractive index, and $n_{\text{PN}}$ is the average silicon refractive index of P-type and N-type silicon. Integrating and collecting the terms relating to $w_D$ yields

$$n_{\text{eff}} \propto \Delta n \left[ w_D + \frac{\sin(k_x w_D)}{k_x} \right] + 2 \left[ C' + n_{\text{PN}} w + \frac{\sin(k_x w)}{k_x} \right],$$  \hspace{1cm} (A4)

where $n_{\text{PN}}$ is given by the plasma dispersion effect

$$\Delta n = n_{\text{Si}} - n_{\text{PN}} = \frac{AN_D + BN_{0.8}}{2}. \hspace{1cm} (A5)$$

Here, coefficients $A = 8.8 \times 10^{-22} \text{cm}^3$ and $B = 8.5 \times 10^{-18} \text{cm}^2$ (at 1550 nm wavelength) are only dependent on wavelength. The change of effective index, $\Delta n_{\text{eff}}(V) = n_{\text{eff}}(V) - n_{\text{eff}}(0)$, can therefore be written as

$$\Delta n_{\text{eff}}(V) = K(AN + BN^{0.8}) \times \left[ w_D(V) - w_D(0) + \frac{\sin(k_x w_D(V)) - \sin(k_x w_D(0))}{k_x} \right]$$

$$w_D(V) = 2 \sqrt{\frac{1}{ q_0 N} (V_B - V)}, \hspace{1cm} (A6)$$

where $V_B$ is the built-in potential of the PN junction. This derivation is under the premise that PN junction-induced material refractive index change causes only perturbation to the optical field distribution, so that constants $C$, $k_x$, and $K$ are independent of $V$ and $N$. The assumption is true for silicon PN junctions since material refractive index change is only on the order of $10^{-2}$, causing less than 1% confinement factor change.

Equation (A6) is the analytical model, with variables being $V$ and $N$. Fitting to simulation results (verified with published experimental results without strip waveguide approximation) shows that $K = 7.138 \times 10^{15} \text{m}^{-1}$ and $k_x = 4.46 \times 10^6 \text{m}^{-1}$ can give perfect matching (waveguide dimension: 450 nm width, 220 nm height, junction interface located in the center of the waveguide). Likewise, optical absorption can be derived and is shown in Fig. 4.

**Small-signal phase change.** This section gives the analytical form of small-signal phase change. Based on Eq. (A6), substituting the expression of $V_{\text{eff}}$ yields

$$\Delta \phi(t) = \text{Re} \left[ \frac{K' V_{\text{eff}} \exp(j \omega t)}{2V_B} \left[ 1 - \exp(-j \omega t) \right] \right].$$  \hspace{1cm} (A7)

Still using the definition of $\Delta \phi(\omega) = \text{max}[\Delta \phi(t)] - \text{min}[\Delta \phi(t)]$, Eq. (A7) becomes

$$\Delta \phi(\omega) = \frac{K' V_{\text{eff}}}{V_B^2 \omega^2} \sin \left( \frac{\omega t_0}{2} \right).$$  \hspace{1cm} (A8)

The above-mentioned phase shift is under zero bias (differential drive). We can also expand it to the non-zero bias case, namely

$$\Delta \phi(t) = \text{Re} \left[ K' V_{\text{eff}} \frac{1 - V_B^{-1/2}}{V_B - V_{\text{eff}}} \left[ 1 - \exp(-j \omega t) \right] \right],$$  \hspace{1cm} (A9)

where $V_B$ is bias voltage and $V_{\text{eff}}$ is the high-frequency component of $V_{\text{eff}}$. A constant (non-zero DC component) is present here because of our definition of $\Delta n_{\text{eff}}(V) = n_{\text{eff}}(V) - n_{\text{eff}}(0)$, and naturally $\Delta n_{\text{eff}}(V_B) \neq 0$. For $\Delta \phi(\omega)$, it is independent of this constant:

$$\Delta \phi(\omega) = \frac{K' V_{\text{eff}}}{\omega \sqrt{V_B (V_B - V_{\text{eff}})}} \sin \left( \frac{\omega t_0}{2} \right).$$  \hspace{1cm} (A10)

Essentially, small-signal analysis assumes the linearity of the system response and therefore will inevitably deviate from the true value when system nonlinearity rises. For example, the comparison between small-signal and large-signal theories in the main text shows discordance when bias voltage nears 0 V and is strongly reversely biased, which corresponds to the nonlinear response of $n_{\text{eff}}(V)$. The accordance between large- and small-signal models at sufficiently small voltage is also well explained by the underlying physics and provides validity for the large-signal model.
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