Simulation of cross-correlation method for temporal characterization of VUV free-electron-lasers
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The cross-correlation method for temporal characterization is investigated using simulations of the two-color above threshold ionization (ATI) on He induced by a vacuum ultraviolet (VUV) free-electron laser (FEL) in the presence of an infrared (IR) field. Non-linear dependencies of the sideband structure produced in the two-color ATI process are expressed as a function of IR laser intensity by considering the spatial distributions and temporal jitter of both lasers. The temporal properties of the FEL pulse can be characterized accurately using the cross-correlation method at a low IR laser intensity of $\sim 3 \times 10^{10}$ W/cm$^2$ but with low cross-correlation signals. When the dynamic range of sidebands is increased to high IR intensity, the accuracy of the cross-correlation method becomes crucially dependent on the actual non-linear index. An approach of determining this index is proposed here to improve the accuracy of temporal characterizations.
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Based on the process of self-amplified spontaneous emission (SASE), significant progress has been made on the development of free-electron-lasers (FELs) at the soft and hard X-ray energy regions$^{[1,2]}$. For all experiments employing SASE-FEL, full characterization of these new laser lights, such as determination of their temporal and spectral properties, is important. The pulse duration and arrival time jitter of the laser pulse are vital parameters that must be quantified, especially for time-resolved pump-probe experiments using a two-color scheme$^{[3-5]}$.

An experimental method for measuring the pulse duration and jitter time of SASE-FELs is based on the two-color above threshold ionization (ATI) process on noble gas atoms$^{[6-8]}$. In two-color ATI processes, atomic photoionization is produced by an X-ray photon in the presence of an infrared (IR) laser field. In addition to the single-photon ionization caused by one X-ray photon, free-free transitions can be further induced by the dressing IR laser field, which causes the ionized electron to emit or absorb one or more IR laser photons after the initial ionization. These two-color multiphoton ionization processes result in sideband features on both sides of the main peak in the photoelectron energy spectrum. Since the sideband intensity and structure strongly depend on the IR laser intensity, measurement of the sideband intensity as a function of the time delay via a cross-correlation scheme can be used to characterize the FEL pulse duration and jitter time. Compared with other temporal characterization methods, such as THz streaking$^{[9,10]}$ and X-ray induced optical reflectivity change$^{[11-14]}$, this two-color gas phase cross-correlation experiment is a non-destructive diagnostic method that can be used to characterize the pulse duration and jitter time of vacuum ultraviolet (VUV) and X-ray FELs$^{[8]}$. Electro-optical sampling$^{[15]}$ is also a non-destructive method but it measures the relative arrival times of electron bunches instead of laser pulses at the experimental interaction region.

According to lowest-order perturbation theory$^{[16]}$, the total population of the n$^{th}$ sideband is proportional to the intensity of the pump FEL $I_{\text{FEL}}$ and that of the probe IR laser to the power n, $(I_{\text{IR}})^n$. If Gaussian profiles are assumed for both laser pulses in the cross-correlation experiment, the full-width at half-maximum (FWHM) of the cross-correlation signals ($\tau_C$) for the n$^{th}$ sideband is related to the X-ray FEL pulse duration ($\tau_{\text{FEL}}$), the IR laser pulse duration ($\tau_{\text{IR}}$), and the jitter time ($\tau_{\text{jitter}}$) between the FEL and IR laser:

$$\tau_C = \sqrt{\frac{\tau_{\text{jitter}}^2 + \tau_{\text{FEL}}^2 + \tau_{\text{IR}}^2}{n}}. \quad (1)$$

Since free-free transitions are easily saturated, lowest-order perturbation theory rapidly breaks down when the IR laser field becomes more intense$^{[16]}$. Therefore, the simple relationship between the cross-correlation width and the IR pulse duration in Eq. (1) should be corrected as

$$\tau_C = \sqrt{\frac{\tau_{\text{jitter}}^2 + \frac{\tau_{\text{FEL}}^2}{\alpha} + \frac{\tau_{\text{IR}}^2}{\alpha}}{n}}, \quad (2)$$

where the parameter $\alpha$ represents the effective intensity dependence of the n$^{th}$ sideband on the IR laser intensity, specifically, $I_{\text{th}} \propto (I_{\text{IR}})^\alpha$. To characterize the FEL pulse duration or jitter time reliably, the parameter $\alpha$ must be carefully considered. In this letter, the intensity dependencies of the sidebands are studied based on soft-photon approximation (SPA) theory by taking the spatial distributions and temporal jitters of FEL and IR lasers into account. Spatial distributions and temporal jitters strongly influence the intensity of the different orders of sidebands, thereby affecting the accuracy of the temporal characterization based on the cross-correlation method. A novel approach is proposed in this study to determine the actual exponent parameter $\alpha$ properly and improve accuracy.
SPA theory is an analytical model used to analyze the photoelectron energy spectrum of two-color ATI processes\textsuperscript{[17]}. This theoretical model has been proven to agree with more elaborate methods, such as the time-dependent Schrödinger equation, when the photoelectron kinetic energy is considerably larger than the dressing IR laser photon energy\textsuperscript{[18]}. In this study, SPA theory was used to simulate the two-color ATI process on atomic He induced by the absorption of an X-ray photon ($\omega_x$) in the IR field ($\omega_{IR}$). Both laser pulses are assumed to be linearly polarized with parallel polarization in the simulation. According to SPA theory\textsuperscript{[17]}, the angle-integrated intensity of the $n$th sideband is proportional to the following general form:

$$I_{sb}^{(n)} \propto \int_0^{\pi} \sin \theta J_n^2 (\alpha_0 k_n \cos \theta) \left( \frac{d\sigma^{(0)}}{d\theta} \right) d\theta,$$

where $\theta$ denotes the angle between the direction of the polarization of the FEL field and the wave vector of the ejected electron. The parameter $k_n = \sqrt{2(\omega_x + n\omega_{IR} - IP - U_p)}$ is the shifted wave number of the ejected electron with the photoionization threshold of IP and the ponderomotive energy of the ejected electron with the photoionization threshold of IP and the ponderomotive energy of the ejected electron. The parameter $\alpha_0 = F_{IR}/\omega_x$ is the classical excursion vector of a free electron embedded in the IR laser field with amplitude $F_{IR}$. The term $d\sigma^{(0)}/d\theta$ represents the single-photon ionization differential cross-section, which can be expressed as $1 + \beta(3\cos^2 \theta - 1)/2$ with the asymmetry parameter $\beta = 2$ for the 1-s photoionization of He. Figure 1(a) shows a two-dimensional contour plot of the angle-integrated photoelectron energy spectrum obtained from the two-color ATI of atomic He induced by FEL photons ($\hbar \omega_x = 90.5$ eV) dressed at different intensities of IR laser fields ($\hbar \omega_{IR} \approx 1.55$ eV, $\lambda_{IR} = 800$ nm). A FEL photon energy of 90.5 eV is selected because it is a typical photon energy available at the FLASH VUV-FEL facility. As shown in Fig. 1(a), the main He (1 s\textsuperscript{-1}) photoelectron peak at 65.9 eV results from direct photoionization by one FEL photon. On both sides of the main peak, sidebands are situated almost symmetrically and equally separated by an IR photon energy of 1.55 eV. As shown in Fig. 1(b), an increase in IR laser intensity results in increases in the number and intensity of the sidebands and a decrease in the main line. These results are attributed to the fact that the IR laser field does not contribute to the initial ionization process such that the total photoelectron yields for all spectra remain constant. Considering that the sideband intensities are sensitive to the IR laser intensity, the sideband structures can be used to characterize the pulse duration or timing jitter of FELs using Eq. (1). However, Eq. (3) clearly shows that the population of the $n$th sideband is proportional to the IR laser intensity raised to the power of $n$, $(I_{IR})^n$, only in the limit of small arguments of the Bessel function, which is consistent with lowest-order perturbation theory. As the IR laser intensity becomes stronger, the simple power law of $I_{sb}^{(n)} \propto (I_{IR})^n$ for the $n$th sideband breaks down rapidly, and the sideband intensity may be saturated even at moderate IR laser intensities of $10^{11}$–$10^{12}$ W/cm\textsuperscript{2}. As shown in Fig. 1, the first-order sideband is already saturated at an IR laser intensity of $\sim 3.0 \times 10^{11}$ W/cm\textsuperscript{2}. Therefore, a complex non-linear relationship clearly exists between the population of the individual sideband and the IR intensity.

To characterize the temporal properties of FEL using the cross-correlation method, the effects of the spatial distribution and temporal jitter on the index of the power law, $I_{sb} \propto (I_{IR})^n$, must be thoroughly investigated.

To study the effects of the spatially non-uniform intensity distributions of the lasers, the two-color ATI process of He, as shown in Fig. 1, was calculated based on Monte Carlo simulations, where the FEL spot is assumed to have a typical size of $\sigma_{FEL} = 50$ µm (FWHM), as used in the FEL facility\textsuperscript{[7,8,19]}. The spots of the IR laser may show different FWHM values of $\sigma_{IR} = 50$, 100, and 150 µm or be uniformly distributed ($\sigma_{IR} \rightarrow \infty$ µm). The pulse durations for FEL ($\tau_{FEL}$) and IR ($\tau_{IR}$) are assumed to feature typical parameters of 30 and 150 fs, respectively. Synchronization between the FEL and IR laser is considered to be perfect ($\tau_{jitter} = 0$ fs) in this case. Figure 2(a) shows the simulated intensities of the first-(SB1), second-(SB2), and third-order (SB3) sidebands as a function of the average IR intensity for different IR spatial distributions. The total intensities of all spectra are normalized

![Image](https://example.com/image1.png)

**Fig. 1.** (Color online) (a) Two-dimensional contour plot of the photoelectron energy spectra obtained from the two-color ATI of He by FEL photons ($\hbar \omega_x = 90.5$ eV) dressed in an IR laser field ($\hbar \omega_{IR} \approx 1.55$ eV) with intensities ranging from $1.0 \times 10^{10}$ to $3.2 \times 10^{12}$ W/cm\textsuperscript{2}. (b) The corresponding photoelectron energy spectra of (a) in the logarithmic scale at different IR laser intensities.

![Image](https://example.com/image2.png)

**Fig. 2.** (Color online) (a) Intensities of the first-order (SB1), the second-order (SB2), and the third-order (SB3) sidebands at spatial distributions of the IR laser with different FWHM ($\sigma_{IR}$). The jitter time is 0 fs and the FWHM of the Gaussian spatial distribution of FEL is 50 µm. (b) The exponent of the power law $I_{sb} \propto (I_{IR})^n$ for SB1, SB2, and SB3 at spatial and temporal overlap conditions identical to those in (a).
to a constant. Figure 2(a) shows that the sideband intensities of SB1, SB2, and SB3 increase with increasing IR laser spot size under relatively low IR fields of $1 \times 10^{10}$, $3 \times 10^{11}$ W/cm$^2$, likely because ionized electrons generated from larger IR spots experience a stronger effective IR intensity than those generated from smaller IR spots. When the IR laser spot size reaches 300 µm, the sideband yields are nearly identical to those produced from uniformly distributed IR lasers. Thus, if two beams with Gaussian profiles are used in the experiment, the dressing field can be considered homogeneous if the IR beam is at least six times larger than the FEL beam, which is usually the case in the FEL facility.$^{[8,19]}$ Figure 2(a) also shows that low-order sidebands are more easily saturated than high-order sidebands. Additionally, the spatial distribution of the IR laser has a strong effect on the non-linear relationships between the sideband intensities and the IR laser intensity. These non-linear relationships are given in Fig. 2(b) as a function of IR laser intensity by the exponent of the power law $I_{sb} \propto (I_{IR})^\alpha$ for SB1, SB2, and SB3. As predicted by lowest-order perturbation theory, the exponent for the nth sideband increases asymptotically to the value of $\alpha$ under weak IR laser intensity ($1 \times 10^{10}$ W/cm$^2$). A negative $\alpha$ value indicates that the sideband intensity is saturated and begins to decrease when the IR laser field becomes stronger. From this simulation, the different spatial distributions of the IR laser are clearly shown to have different effects on the exponent of the power law, especially when the IR laser spot size is less than 300 µm, thereby affecting the cross-correlation results. The dependence of the exponent on the IR spatial distribution is attributed to the fact that the ionized electrons produced inside the FEL spot should be dressed at different IR intensities when the IR laser has a non-uniform distribution. Under a constant average IR intensity, the effective IR intensity is related to the spatial distribution of both lasers, thereby affecting the value of the important parameter $\alpha$.

To demonstrate the effects of temporal jitter, the sideband intensities of SB1, SB2, and SB3 are shown in Fig. 3(a) as a function of IR intensity for jitter times of 0, 150, and 300 fs (FWHM). The jitter time between FEL and IR laser is considered to be a Gaussian profile, and the spot sizes of $\sigma_{FEL}$ and $\sigma_{IR}$ are set to 50 and 300 µm, respectively. As shown in Fig. 3(a), the sideband intensities of SB1, SB2, and SB3 become saturated at stronger laser intensities and longer jitter times because ionized electrons experience a lower effective IR intensity upon inception as the jitter time increases. The intensity dependencies differ among the different orders of sidebands as a function of IR intensity. Exponents of the power law for SB1, SB2, and SB3 are displayed in Fig. 3(b). The exponent varies widely in the vicinity of the saturation intensity region of $3 \times 10^{11} - 3 \times 10^{12}$ W/cm$^2$. For practical cross-correlation experiments, it is typically performed in the same IR laser intensity region, where low-order sidebands have adequate yield for measurement. However, a strong non-linear relationship exists for low-order sideband intensities in this IR intensity region, as shown in Fig. 3(b). Therefore, temporal characterization based on the cross-correlation method depends critically on the actual exponent parameter $\alpha$, which is closely related to the temporal jitter and spatial distribution of both lasers.

To demonstrate the intensity dependence of the exponent parameter, cross-correlation signals are simulated for SB1, SB2, and SB3 at three IR laser intensities of $3 \times 10^{10}$, $3 \times 10^{11}$, and $1 \times 10^{12}$ W/cm$^2$, respectively, the results of which are presented in Fig. 4. In this simulation, the jitter time ($\tau_{jitter}$), pulse duration for FEL ($\tau_x$), and IR ($\tau_{IR}$) are assumed to be 150, 30, and 150 fs, respectively. The spot sizes of the FEL ($\sigma_{FEL}$) and IR laser ($\sigma_{IR}$) are assumed to be 50 and 300 µm, respectively. These parameters are similar to the practical conditions used in the cross-correlation experiments.$^{[7,8,19]}$ The cross-correlation signals are fitted using Gaussian profiles to obtain the cross-correlation width $\tau_C$, after which the actual exponent $\alpha$ is estimated using Eq. (2) and given in Fig. 4. Under the cross-correlation signal simulated at an IR intensity of $3 \times 10^{10}$ W/cm$^2$, the exponents for SB1, SB2, and SB3 are 0.98, 2.03, and 3.06, respectively. These exponents agree well with the perturbative indices predicted by lowest-order perturbation theory, which indicates that

![Fig. 3.](Image 359x132 to 518x260)Fig. 3. (Color online) (a) Intensities of the first-order (SB1), the second-order (SB2), and the third-order (SB3) sidebands at different jitter time. The FWHM of the Gaussian spatial distributions of the FEL and IR laser are 50 and 300 µm, respectively. (b) The exponent of the power law $I_{sb} \propto (I_{IR})^\alpha$ for SB1, SB2, and SB3 under spatial and temporal conditions identical to those in (a).

![Fig. 4.](Image 455x377 to 542x496)Fig. 4. (Color online) Simulated cross-correlation signals for the first (SB1), the second (SB2), and the third (SB3) sidebands at IR laser intensities of $3 \times 10^{10}$, $3 \times 10^{11}$, and $1 \times 10^{12}$ W/cm$^2$, respectively. Solid lines represent the fitting curves for the corresponding cross-correlation signals.
the cross-correlation method can accurately characterize the temporal properties of FEL pulse at a relatively low IR intensity of $\sim3\times10^{10}$ W/cm$^2$. However, the photoelectron yields of SB2 and SB3 are extremely low at this IR intensity, as shown in Fig. 4(a). Therefore, the accuracy of the cross-correlation method is adequate only if the first sideband is measured with enough statistical parameters. In practical experiments, cross-correlation results are usually measured at relatively high IR intensities ranging from $10^{11}$ to $10^{12}$ W/cm$^2$ for statistical reasons. Figures 4(b) and (c) show the simulated cross-correlation signals obtained at IR intensities of $3\times10^{11}$ and $1\times10^{12}$ W/cm$^2$, respectively. From the cross-correlation widths, the exponents for SB1, SB2, and SB3 are estimated to be 0.71, 1.71, and 2.69 at $I_{IR} = 3\times10^{11}$ W/cm$^2$, respectively, and 0.26, 0.97, and 1.96 at $I_{IR} = 1\times10^{12}$ W/cm$^2$, respectively. As the IR laser intensity increases, the exponents become smaller and deviate greatly from the perturbative indices predicted by lowest-order perturbation theory. Therefore, if the perturbative indices are used instead of the actual indices, the pulse duration or the jitter time of FEL pulses cannot be estimated correctly. Knowledge of the actual index of the power law dependence is a prerequisite for characterizing the temporal properties of FEL based on the cross-correlation method.

A direct approach with which to determine the actual index in the cross-correlation experiment is measurement of the dependence of the individual sideband intensity on the IR intensity. However, some difficulties brought about by non-linear effects in the IR saturation region may hinder obtaining reliable exponents. Another approach with which to determine the actual index properly is measurement of the effective IR intensity using the ponderomotive AC Stark shift in the experimental photoelectron energy spectrum, followed by estimation of the actual exponent based on SPA theory according to the effective IR intensity. To validate this approach, the two-color ATI of He shown in Fig. 4(c) was simulated at an average IR intensity of $10^{12}$ W/cm$^2$. The ponderomotive AC Stark shift is estimated to be 36 MeV after considering spatial distributions ($\sigma_{\text{FEL}} = 50$ µm, $\sigma_{\text{IR}} = 300$ µm) and temporal jitter ($\tau_{\text{jitter}} = 150$ fs). This energy shift corresponds to an effective IR laser intensity of $6.0\times10^{11}$ W/cm$^2$. According to the SPA calculation shown as the green dash-dotted line in Fig. 2(b), the actual indices can be estimated to be 0.81 for SB2 and 2.17 for SB3. Assuming that the FEL and IR laser pulse durations are known, the jitter time can be determined using Eq. (2) to be 134 fs for SB2 and 154 fs using $\alpha = 2.17$ for SB3. While some differences compared with the actual jitter time of 150 fs may be observed, the proposed approach clearly improves the jitter time characterization. Assuming that the jitter time is known, the FEL pulse duration can be estimated to be 44 fs using the cross-correlation signal of SB3 and the parameter $\alpha$ of 2.17. When the cross-correlation signal of SB2 is used, unacceptable results are obtained for the FEL pulse duration, which demonstrates the drawback of the cross-correlation method for the characterization of very short FEL pulse durations if the exponent parameter cannot be precisely determined.

To characterize FEL pulse durations with higher temporal resolutions, other methodologies are required, such as the auto-correlation method[20]. Despite some limitations, the cross-correlation method remains a valid and non-invasive method for online temporal characterizations of X-ray FELs in the hundreds of femtoseconds regime if non-linear effects are considered carefully.

In conclusion, the non-linear dependencies of sideband intensities on the IR intensity during ATI of He induced by FEL photons in the presence of an IR laser are analyzed. Spatial distributions and temporal jitter exert strong effects on the exponent of the power law dependence, which is a crucial parameter required for temporal characterizations of FEL pulses. At low IR intensity ($\sim3\times10^{10}$ W/cm$^2$), the cross-correlation method can be used to characterize the temporal properties of FEL pulses with good precision but poor yield for high-order sidebands. At relatively high IR intensity, determination of the actual non-linear index is proposed. Such an approach can improve the accuracy of temporal characterization. This research provides useful information for determining pulse durations and jitter times based on the cross-correlation method, which is widely adopted in temporal diagnostics of SASE-FEL pulses.
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