Image reconstruction method for laminar optical tomography with only a single Monte-Carlo simulation
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Laminar optical tomography (LOT) is a new mesoscopic functional optical imaging technique. Currently, the forward problem of LOT image reconstruction is generally solved on the basis of Monte-Carlo (MC) methods. However, considering the nonlinear nature of the image reconstruction in LOT with the increasing number of source positions, methods based on MC take too much computation time. This letter develops a fast image reconstruction algorithm based on perturbation MC (pMC) for reconstructing the absorption or scattering image of a slab medium, which is suitable for LOT or other functional optical tomography system with narrow source-detector separation and dense sampling. To calculate the pMC parameters, i.e., the path length passed by a photon and the collision numbers experienced in each voxel with only one baseline MC simulation, we propose a scheme named as the trajectory translation and target voxel regression (TT&TVR) based on the reciprocity principle. To further speed up the image reconstruction procedure, the weighted average of the pMC parameters for all survival photons is adopted and the region of interest (ROI) is extracted from the raw data to save as the prior information of the image reconstruction. The method is applied to the absorption reconstruction of the layered inhomogeneous media. Results demonstrate that the reconstructing time is less than 20 s with the X − Y section of the sample subdivided into 50 × 50 voxels, and the target size quantitativeness ratio can be obtained in a satisfying accuracy in the source-detector separations of 0.4 and 1.25 mm, respectively.

doi: 10.3788/COL201412.031702.

Laminar optical tomography (LOT) uses a system similar to a confocal microscope\(^{1,3−5}\), which adopts galvanometer mirrors to scan a focused laser beam over the sample, and detects the slightly diffused light both from the focus of the scanning beam and at the increasing distances (from 0 to 3 mm away) from the source. Then, the light irradiates the next source position, and the detection is repeated. At last, the images of the distribution of absorption coefficient ($\mu_a$) or the reduced scattering coefficient ($\mu_s'$) are reconstructed in the similar way to the diffuse optical tomography (DOT). It thus can be seen that the high resolution images can be acquired provided that enough sample points are available\(^3\), for example more than 2500 source positions per square centimeter are needed for obtaining a spatial resolution of 200 µm. Researchers have proved that as the source-detector separation is narrower than 1 mm, the standard diffusion approximation (DA) based approaches, e.g., the diffusion equation (DE) and the more complicated three-order (P3) approximation equation, leads to large errors in modeling light propagation in tissue\(^4,5\). Since the Monte-Carlo (MC) method owns prominent advantages in solving the radiative transfer equation more accurately than DA, and easily being adapted to tissue with arbitrary geometries\(^6\), it is one of promising methods for solving the forward problem of image reconstruction in LOT.

To obtain a convergent solution, MC simulation costs a lot of time normally, thus the idea for estimating derivatives from a single or several MC simulation (s) is proposed. Tuchin\(^8\) developed condensed MC (CMC) using a scaling procedure to increase the efficiency of the MC. Similarly, Liu \etal\(^7\) presented another scaling method. Pfefer \etal\(^9\) employed a neural-network algorithm trained on phantoms to extract optical parameters from target phantoms. Zhao \etal\(^10\) proposed a fast inverse MC (IMC) scheme based on look-up table for extracting both $\mu_a$ and $\mu_s$ but it was only adopted for imaging a single point of the object. However, all the above schemes are only suitable for homogeneous media and thus cannot be applied to image reconstruction of inhomogeneous media. Perturbation MC (pMC) method presented by Hayakawa \etal\(^11\) can calculate both $\mu_a$ and $\mu_s$ simultaneously for inhomogeneous media, however, it is required to run many baseline MC simulations for different source positions and thus has not been yet applied to LOT system.

In the investigation of image reconstruction algorithm for LOT, Boas \etal\(^1\) proposed a method by combing Beer’s law with MC simulation to establish a lookup table and calculate the $\mu_a$ of target. However, the method is based on the assumption that the physical size and position of the target is known. Dunn \etal\(^12\) developed a reconstruction algorithm based on the first Born approximation to the radiative transport equation to reconstruct an absorption image. By calculating sensitivity functions from MC, Hillman \etal\(^3\) use Tikhonov regularization to map the LOT raw measurements into.
voxel, $S$ positions. The method can achieve the pMC parameters from a single MC simulation for all the source positions. Considering a LOT system for early detection of carcinoma in situ (CIS), such as cervical and cutaneous cancer, a sample with the similar optical parameters to those of cervical epithelium is adopted in this letter. As illustrated in Fig. 1(a), to obtain a high spatial resolution, 50×50 scanning spots (the black dots) are assumed on the $X-Y$ plane and the sample is uniformly divided into 50×50 voxels (for simplicity, only 8×8 voxels are shown in Fig. 1(a)) with the scanning spots locating on the end points of the voxels on the $X-Y$ plane. The source and detector positions are raster scanned to cover the whole detection region.

To avoid running many baseline MC simulations for different source positions while adopting pMC method, we develop a scheme named as the trajectory translator and target voxel regression (TT&TVR) to achieve the pMC parameters from a single MC simulation in the homogeneous media. As shown in Fig. 1(a), suppose that the detection region is in the 1st quadrant, $S-D$ and $S'-D'$ are the two source-detector pairs at different measuring times with the fixed separation, and $S$ is the first scanning position locating at the origin of the coordinate. For a source position $S' \neq S$, the target voxel (labeled in $E_n$) may locate at four orientations to the source. According to the reciprocity principle, light propagation between a source-detector pair and a voxel remains the same after mirror translation is conducted to them.[12]

Then, considering a homogenous medium, we can find some equivalent relations, e.g., the calculated MC results for voxel $E_1$ from the irradiation on $S'$ and detection from $D'$ are the same as those for $E_1'$ but with irradiation on $S$ and detection from $D$.

On the basis of the above considerations, to obtain the pMC parameters of all the scanning spots from a single running of MC with the source-detector position located on $S-D$, the forward steps can be adopted.

Step 1 is to obtain the pMC parameters for the source position $S$ locating at $(0, 0)$ and the detection positions $D$ and $D'$.

A mirror site $D$ is adopted, i.e., $D$ and $D'$ locates at both sides of the source symmetrically, as shown in Fig. 1(b). Since only one source position is involved, one single MC simulation is enough to get the required pMC parameters for all the voxels. The pMC parameters include the path length $l_{i,k}(D_j)$ and collision numbers $c_{i,k}(D_j)$ with subscript representing the $k$th photon detected by the $j$th detector $D_j$ and visiting the $i$th voxel.

Step 2 is to obtain the pMC parameters by TT&TVR when the scanning in LOT is performed, i.e., source-detector pair moves to the other positions within the detection area.

Since the separation and orientation between the source and detection points keeps unchanged, to use the results in Step 1, we introduce the method of TT, i.e., the other source-detector pairs are translated to $S-D$ and the target voxels are also “moved” to the corresponding positions, respectively. For example, for the target voxels $E_1$, $E_2$, $E_3$, and $E_1$ in Fig. 1(a), after the translation of $S' - D'$ to $S-D$ the target voxels will be “moved” to $E_1'$, $E_2'$, $E_3'$, and $E_4'$, respectively, as shown in Fig. 1(b) by keeping the number of voxels along the photon transportation track unchanged. As we can see from Fig. 1(b), the $E_1'$, $E_2'$, $E_3'$, and $E_4'$ may locate not only in the 1st quadrant but also in the other three quadrants. To use the results obtained in Step 1 that only deals with the voxels in the 1st quadrant, based on the reciprocity principle, TVR is developed to find the virtual target voxels locating in the 1st quadrant but being equivalent to $E_1'$, $E_3'$, and $E_4'$, respectively, from the view of obtaining pMC parameters. In the following, we will demonstrate that the virtual target voxel does exist and can be obtained.

1) For the voxel $E_4'$ locating on the 4th quadrant, the virtual voxel $E_4''$ can be simply obtained from mirror transformation about $X$ axis under the consideration that the light propagation between $S-D'$ is effectively equivalent to $S-E_4'-D$.

2) For the voxel $E_2'$ locating on the 2nd quadrant, the virtual voxel $E_2''$ is also determined from mirror transformation about $Y$ axis.

3) For the voxel $E_3'$ locating on the 3rd quadrant, the virtual voxel $E_3''$ is obtained through the mirror transformation about $X$ axis firstly and subsequently about $X$ axis or vice versa.

Step 3: Considering a medium with inhomogeneity, based on the above results for homogenous medium, photon weight obtained at the source $S$ and detector $D$ can be reweighted[11,14].

$$w_{S,D} = w_{S,D} \prod_{m} \xi(D_1) \prod_{n} \xi(D_2),$$

where $w_{S,D}$ is the photon weight for a homogenous medium with the same optical properties as those of the background of the inhomogeneous medium; $\xi(D_j)$ is the photon weight at detector $D_j$.

$$\xi(D_j) = \frac{w_{S,D}}{w_{S,D}} \prod_{m} \xi(D_1) \prod_{n} \xi(D_2),$$

$\mu_{s,B}(r_i) - \mu_{s,1}(r_i)$ is the difference of the optical properties between the background and the tissue.
with \( \mu_t = \mu_s + \mu_a \) being the total attenuation coefficient; \( \mu_s (r_i) \) and \( \mu_a (r_i) \) being the scattering and total attenuation coefficient of the \( i \)th voxel, respectively; the subscript I and B indicating the inhomogeneity and background; \( m \) is the total number of voxels in the dynamically defined 1st and 4th quadrants by assigning the current scanning spot as the origin of the coordinate, and \( n \) is that in the dynamically defined 2nd and 3rd quadrants.

With the scheme described above, it can be found that only a single run of MC calculation as listed in Step 1 is needed for obtaining the pMC parameters for the LOT measurement in an inhomogeneous medium.

In the traditional pMC method, the trajectory database of all the received photons in a baseline MC simulation must be recorded, which not only requires a huge memory space of computer (e.g., a total memory of 10 Gb is needed for 2.4 \( \times \) \( 10^5 \) photons in a baseline MC measurement in an inhomogeneous medium) but also leads the saving time to be the major portion in the current scanning spot as the origin of the coordinate, and \( n \) is that in the dynamically defined 2nd and 3rd quadrants.

The whole flow of the inverse calculation is similar to that of DOT\(^{[15]} \). To begin with, the Jacobian matrix \( J_{S,D} \) is got by a closed-form differentiation or numerical differentiation of Eq. (1). Since the common regularization methods based on the 2-norm, e.g., conjugate gradient, algebraic reconstruction techniques (ART), and Tikhonov, are continuous or piecewise continuous, the reconstructed images are unavoidably blurry in edges. Considering the high spatial resolution of LOT, and the sparse detected signal\(^{[1]} \), the \( \ell_1 \) regularization method\(^{[10]} \) based on 1-norm is adopted.

In general, raw image of PMT itself acquired with the LOT system possesses high spatial resolution in case of dense scanning\(^{[3]} \), which means that we can determine the region of interest (ROI) from the raw image of PMT by image segmentation based on the level set method. If only the measurement data within ROI were adopted and subsequently only the optical parameters of ROI were reconstructed, the dimension of \( J_{S,D} \) and \( \tilde{b} \) can be further lessened and the reconstruction procedure will be considerably accelerate.

The performance of the proposed method is evaluated using the simulation data for a slab sample, as shown in Fig. 2.

Suppose that 50 \( \times \) 50 scanning spots are distributed uniformly in an area of 20 \( \times \) 20 (mm). In the forward calculation the sample is subdivided into 50 \( \times \) 50 voxels along the \( Z \) direction uniformly, i.e., the side length of the voxel is equal to the interval between the adjacent scanning spots. The voxel has a height of 0.7 mm, referring to the general thickness of CIS. The background optical parameters are assumed as \( \mu_{a_D} = 0.1 \text{ mm}^{-1} \), \( \mu_{a_S} = 4 \text{ mm}^{-1} \), anisotropic coefficient \( g = 0.9 \), and refractive index \( n = 1.4 \) for describing the optical properties of cervical epithelial in 632.8 nm\(^{[3]} \). Since the information of oxy-and deoxy-hemoglobin concentration only relates to the absorption coefficient, in the following, the scattering coefficient of the heterogeneity is set to be the same as that of the background.

Concerning the source-detector separation adopted in LOT system for the early detection of CIS, we select 0.4 and 1.25 mm as the narrow and wide source-detector separation to evaluate the proposed method respectively. For the source-detector separation of 0.4 mm, the “measurement” data are calculated from the forward model as described above and noise is added in the “measurement” data as an additive Gaussian random variable with a standard deviation \( \sigma (t_p) \) proportional to the transient intensity\(^{[17]} \), i.e., \( \sigma (t_p) = \Gamma (t_p) 10^{-\eta/20} \), where \( \Gamma (t_p) \) is the \( t_p \)th normally distributed pseudorandom number and \( \eta \) is the signal-to-noise ratio (SNR) in decibels. For the source-detectors epARATION of larger than 1 mm, the “measurement” data are generated from DE solved by finite element method (FEM) to avoid the inverse crime. From the investigation, we find that the advisable value of \( \ell_1 \) regularization parameter is 0.0042 \( + \| 2 J_{S,D}^{T} \tilde{b} \|_\infty \) with \( \tilde{b} \) the matrix of the “measurement” data.

ROI is determined based on the level set method, the coefficient of the weighted length term, coefficient of the internal energy term, coefficient of the weighted area term, and time step are set to 3.5, 0.2, 2.5, and 5.0 successively. All the reconstructions were performed on a PC with 2.8 GHz Intel Core i5-2300CPU and 4-Gb RAM. The results are evaluated in terms of the quantitative ratio (QR), full width half maximum (FWHM), and spatial resolution. QR is defined as the ratio of the optical property difference between the reconstructed target and the background to the real difference.

A heterogeneous target is laid at the center of the sample with a size of 2 \( \times \) 2 \( \times \) 0.7 (mm) to mimic the cancerous area. When the source-detector separation is set as 1.25 mm, the images for the target absorption contrast (TAC) from 1.5 to 5 at an increment of 0.5 are reconstructed. Table 1 presents the QR and FWHM of the target in the reconstructed images, and, as examples, Fig. 3 shows the reconstructed \( \mu_s \) images with TAC of 2, 3.5, and 5, respectively. It is observed from Table 1 that more than 93% of QR is achieved for all the TAC cases, and little difference exists in there constructed target size according to the FWHM data. However, if the linear image reconstruction algorithm are adopted, the achieved QR is only 59.51% (results are not shown), which further indicate the effectiveness of our proposed method.

For the above one target sample, but with source-detector separation of 0.4 mm, the reconstruction perfor-
Table 1. Reconstruction Performance for One Target Sample with Source-Detector Separation of 1.25 mm

<table>
<thead>
<tr>
<th>TAC</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>3.0</th>
<th>3.5</th>
<th>4.0</th>
<th>4.5</th>
<th>5.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>QR (%)</td>
<td>94.8</td>
<td>94.7</td>
<td>94.5</td>
<td>94.4</td>
<td>94.2</td>
<td>94.0</td>
<td>93.9</td>
<td>93.7</td>
</tr>
<tr>
<td>FWHM (mm)</td>
<td>2.05</td>
<td>2.05</td>
<td>2.05</td>
<td>2.05</td>
<td>2.05</td>
<td>2.04</td>
<td>2.04</td>
<td>2.04</td>
</tr>
</tbody>
</table>

Fig. 3. (Color online) Reconstructed $\mu_a$ images of the one target sample with the source-detector separation of 1.25 mm, and the absorption coefficient being (a) 0.02, (b) 0.035, and (c) 0.05 mm$^{-1}$. The black solid lines indicate the original target.

Table 2. Reconstruction Performance for One Target Sample with Source-Detector Separation of 0.4 mm

<table>
<thead>
<tr>
<th>TAC</th>
<th>1.5</th>
<th>2.0</th>
<th>2.5</th>
<th>3.0</th>
<th>3.5</th>
<th>4.0</th>
<th>4.5</th>
<th>5.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>QR (%)</td>
<td>99.5</td>
<td>97.3</td>
<td>95.7</td>
<td>96.1</td>
<td>95.7</td>
<td>95.4</td>
<td>94.0</td>
<td>94.5</td>
</tr>
<tr>
<td>FWHM (mm)</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

performance is listed in Table 2 and some of the images are shown in Fig. 4. The minimum SNR tolerated by the algorithm lies around 25 dB, here we add a noise to obtain $\eta = 30$ dB. Comparing to Fig. 3, we can see that the target size and location are in more agreement with the actual situation.

The possible reasons responsible for the lower accuracy in target size and location in Fig. 3 than those in Fig. 4 are the improper subdivision grid in FEM, unsuitable model with DE$^1$, and also the lower spatial resolution caused by the wider source-detector separation.

To evaluate the spatial resolution of the reconstructed images, a sample with two targets is employed. A fixed target absorption contrast of 2 is assumed.

Figure 5(a) illustrates the reconstructed $\mu_a$ images for the sample at the edge-to-edge separation (EES) of 1.4, 1.0, and 0.6 mm, respectively, while the source-detector separation is 1.25 mm. To quantify the spatial resolution performance of the reconstructed images, we introduce a measure defined as $R = (M_{\text{max}} - \mu'_a)/(M_{\text{max}} - M_{\text{min}})$, with $M_{\text{max}}$, $M_{\text{min}}$, and $\mu'_a$ being the maximum, the minimum, and the value at $x = 9.5$ mm of the profile along the $X$-axis at $y = 9.5$ mm of the reconstructed image, respectively. According to the characteristics of the human vision system, it is normally assumed that two targets are distinguishable for $R > 0.1$. As shown in Fig. 5(b), in the EESs listed above, $R$ is 0.79, 0.6, and 0.35, respectively.

For a source-detector separation of 0.4 mm, concerning that the spatial resolution of LOT image is improved with the reduction of source-detector separation, the EES of 1.2, 0.8, and 0.4 mm, respectively, is adopted. Figure 6(a) shows the reconstructed absorption images of the sample with two targets. It is seen that the locations of the two targets are reconstructed correctly. Regarding the spatial resolution, $R$ is 0.9, 0.72, and 0.4 respectively, as can be seen in Fig. 6(b).

For all the test cases above, the proposed reconstruction algorithm converges in less than 11 iterations ($\sim 20$ s), which is only about 1/10 of that needs by the traditional pMC method.
Fig. 6. (Color online) Reconstructed $\mu_a$ images of sample with two targets in the source-detector separation of 0.4 mm for EES=(a) 1.2, (b) 0.8, and (c) 0.4 mm, respectively. The black solid lines indicate the original targets. (d) The profile along the $X$-axis at $y=9.5$ mm.

The results indicate that both the method for forward problem calculation and that for the inverse problem calculation developed in this letter are capable of reconstructing images with reasonable accuracy for LOT.

In conclusion, this letter develops a fast scheme of the forward calculation based on the pMC for the image reconstruction with nonlinear procedure. The method is suitable for LOT or other functional optical tomography system with short source-detector separations and dense sampling. In essence, this proposed method involves three key steps: firstly, considering the multiple source positions in LOT, to introduce pMC method into the solution of the forward problem while avoid running multiple baseline MC simulations, we propose TT&TVR strategy based on reciprocity principle; secondly, in order to save computer memory for the baseline MC simulation and enhance the efficiency of reconstruction, the weighted average of the pMC parameters for all the detected photons is adopted; thirdly, taking advantage of the raw image in LOT, ROI is involved in the inverse problem as prior information to further accelerate the reconstructing process. Simulations of LOT measurement are conducted with source-detector separations of 0.4 and 1.25 mm, respectively. Results demonstrate that the proposed method shows great performance in terms of the QR, FWHM, and spatial resolution.

With the proposed method, the speeding of the reconstruction is achieved with the following two aspects: firstly, by adopting the weighted average, the pMC parameters needed to be processing in reconstruction is decreased by $N$ times with $N$ the total number of the survival photons; secondly, with the ROI being involved in the calculation of inverse problem, the scale of $J_{S,D}$ and $\vec{b}$ can be cut down dramatically, e.g., $J_{S,D}$ and $\vec{b}$ is only 1/670 and 1/26 of the original size, respectively.

Multiple measurements with different source-detector separations can be used for depth resolution and creating a 3D image of tissue[1-8]. Although the proposed method in this letter is only evaluated in the case of one source-detector separation, one can extend the proposed algorithm to treat measurements with multiple source-detector separations by simply creating the subdivision along the vertical direction.
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